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PREFACE

In the last twenty years a great amount of progress has been made in the development of
new magnetic materials. Permanent magnets have progressed from the AINiCo's (with (BH)m-8
MGOe) to the strong rare-earth magnets of SmCo 5 ((BH)m~20 MGOe), Sm 2 (Co,Fe,Cu,Zr) 1 7
((BH)m-30 MGOe) and the recantly discovered Nd-Fe-B super-magnets with (BH)mn-50 MGOe.
For years the magnetic storage industry has employed Fe2 0 3 and CrO 2 for storage media and
permalloys and ferrites for recording heads. The recent development of thin film heads, the
demand of higher density of information storage and the emergence of completely new
technologies, like magneto-optics, call for entirely new types of magnetic materials. Another
area in which new techniques of materials preparation have made a dramatic impact is the
epitaxial growth of magnetic films. Recent work has shown that this process can be controlled
on the scale of atomic monolayers permitting the growth of totally artificial structures, such as
artificial superlattices with a resolution on this scale. Epitaxial growth has also permitted the
stabilization of metastable phases in thin film form. These new phases often possess striking
properties, such as strong perpendicular anisotropies, which may prove useful for technological
applications such as recording. Research on magnetic multilayers and superlattices is increasing
at an accelerating pace. Complex couplings between different magnetic layers lead to new
properties not seen in bulk materials. Magnetic surfaces and interfaces show large magnetic
anisotropy (surface anisotropy), coercivity, galvano-magnetic and magneto-optic effects that can
lead to future storage technologies. Ultrafine particles also show interesting and unique
properties ranging from superparamagnetism to strong magnetic hysteresis in particles with a size
close to that of single domain particle. The investigation of these new materials is shedding new
light on magnetism in general, and yields unusual materials in powder form which have potential
use in magnetic tapes as well as in many other technological areas.

The remarkable progress made in magnetic materials has been aided by an interplay
between experimental measurements and theoretical models. The Stoner and Wohlfarth model
of single domain particles helped significantly in understanding the origin of magnetic hysteresis
in permanent magnets. However, this oversimplified theory is often used incorrectly to describe
the hysteresis behavior of complex magnetic materials where a "domain wall pinning" or a
"nucleation of reversed domains" process is rather more appropriate. The origin of surface
anisotropy in thin films and ultrafine particles is not yet clear, and the effects of film thickness
and interfaces on the intrinsic and extrinsic magnetic properties are not well understood. In
superlattices, it is now found that strong coupling between two ferromagnetic layers can be
carried through an intervening layer which is not ferromagnetic. Transport measurements in
these structures show giant magneto-resistance effects. The progress in band theory of magnetic
materials has also been remarkable. Using novel statistical techniques of Monte Carlo calculation
the Curie temperature of Fe has been calculated accurately. This progress has now paved the
way for addressing the important "secondary" phenomena such as magnetic anisotropy, galvano-
magnetism and magneto-optic rotations which are due to "spin-orbit coupling." All of these
properties have been poorly understood in the past and are decisive for many applications.

"4 The NATO Advanced Study Institute (ASI) on the Science and Technology of Nano-
structured Magnetic Materials which was held June 24 - July 6, 1990 in Aghia Pelaghia, Crete,
Greece, reviewed the remarkable progress made in magnetic materials over the last few years
and addressed the current state-of-the-art research and its impact on technological applications.
The subject matter fell into a number of broad areas including thin films, multilayers, disordered
systems, ultrafine particles, intermetallic compounds, permanent magnets and magnetic imaging
techniques. The present volume contains the invited lectures as well as a number of contributed
papers. Th4 book is divided into seven chapters representing the various topics discussed at the
meeting. Ve hope that this book will serve as a reference to all researchers in magnetic materials
and other lated fields.
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E LECTIO N IC siR UCTU RE AN 1) MAG NETIS M OF N! lC'l SULIIiFAG ES.

OVERLAYERlS AND INTERtFACEs

A..1. Freeman, Clun Li andl R.Q. Wu

Departmnt of Physics and Materials Research Center
Northwestern U niversi ty, Evanston, IL 60208-3112

INTRODUCTION AND BACKGROUND PERSPECTIVE

.>As is clear from the sub~jc~t of this NATO Institute, the importance of low-iiensional
systems (including surfaces, interfaces and thin filmns) in determining the p~hysical properties
of technologically important materials has stimulated theoretical efforts to determine from
first princip~les a detailed understanding of their chemical, electronic and mechanical proper-
ties. Fortunately, this has nowv been become possible as a result of the dramatic advances in
condlensed matter theory made in the last decade, driven in large part by new and sophisti-
catedl experiments on high p~urity materials wvhichi have been well and carefully characterized.
IPartictilarly in electronic structure, these adlvances may b~e attributtale directly to the close
collaboration of theoretical and experimental researcie rs. ideed, the new-found ability to ap-
ply fundamental theoretical concepts to real materials 0, her than to simple model systems)
made possible by utilizing the continued rapid developm nit of computer power, has served to
fill the increasingly urgent demand of experimentalists for theoretical interpretation of their
data. Also, in some cases, these computational efforts can be used to providle data which
would be currently impossible or imipractical to obtain experimientally. This development has
been an essential element in the p~henomlenal growth seen in this area of materials science.

More specifically, the advent of accurate self-consistent (local) spin density functional
(LSDF') calculations for surfaces, interfaces and mutltilayers means that theory is no longer
limited to simple paramecter-dependent models. These complex systems Are of growing inter-
est b~ecause the redlucedl symmetry, lower Coordination numilber, anid ava1ilability And role of

highly localized suirface and interface sttsoffers the possibility of iungewadxoe
phienomiena andl so holds out the promise of new dlevice applications.

The range and variety of materials tinder investigation is enormious. One or the rereut
imnportant dleveloping trends lies in the preparation of synthetic structures onl the subnicron
level. wvhich will permit, in the near fuiture, newv scientific pleonilella. to be nesi a wl n
novel device applications to he Imade on artificially made nmaterials not round Wi natumre, lit
;idd~ition to the technological reasons for focusing Attention on quhniirroti prxiblems then', amt
interesting phenomena to study which Are of fundamental and physical interest in theil~wll'w,
Indeed., our own scientific Attention has spread from conisideration of bulk propt'rtik\' to okh_
tal ning a better funmdamental understai~ding of red luced. d imlen i hty. 1poienmt at smvltt\
and interfaces.

Science anit'llrrhnaoxy of Nanostmnwiureu l~agnesi AtateiA
11diutet by (I.C. HadjipannyNi M(A. hit, P'lentim 1W%., Now Yink. 1401



II I tir ltl- iilig. we' Iji hut 0IIIr*.lv'k-., it) (liscliss ('111y .i fewV selef i. l exami~les tdL''. (160111
I Ilv .Sovvi-iI dii Ii.re iii svsrIviils we have~ lrr'ii Si iidvnig ref iitIl'. Our1 ailri is to lprEivifl' a g11.
(1,;1l wrvi~vew of liii' ((millexitV 0 of Ili diff'reiit issue~s juivolvoid anid, at tilt- tsairu ti~me 14.
Ihstorath le kinid (of answers that onur I lieortetical-couni ~~i~ttiia aprproachi call offer to 1110.
iii dirsianrd inrg or thlese issiues 1)y yieldinrg well-defi ned ron'sIts anid miaking pirecise predictions.

\'ariiniis examiples have denionustrated that it is p~ossib~le niot only to mrake iinantitative predic.
tios orrea sstmsbuimreJ~rrijortaritly, to gain iisights in to thle uindelrlyinig piysics or

Ii ese miiateilIs whli ch are essenit ialIi not only for thle pill-(! science hut also for potenitiail deivice
-kI)rjrI) at toI Is.

M II'l~lOLGYAND) APPRlOACHI

Siince iairv of the phernomena are directly related to the electronic structure at surfaces
andt initerraces, at tentionthas been focuised oil extending well-k nown theoretical methodls for
valciiltting builk pro'perties to treat, thlese low dimen01sional systemrs. This timely and successful
1)1rsui t resilted from thre fact t hat considlerable activity has been focused in recent years oil

m aiiiii nechanjical theories whlichr describe the dlynramics of many-iinteracting elect ronrs in
a i1 ext ernral poteniitial, e.g., (liie, to the atomric nuclei. Airi implortanit breakthrough was tile de-
velojn III,,,i If dpli ty- firi ctioial theory. lii its local a pproximaittioni, (141151ty- fitnctional theory
leadls to Scm m-di uger-like onev-plarticle equations ( Noh n -Shatin equnations) con taini rig an effec-
tive poteniitial energy operatIor which is dletermlined by tire sel f-consisteirt charge (list ribriliori.
Ti s, the local den .sity- frilirctional one- particle eCCi ationis have to be solved iteratively.

One of the mnost accurate aillC p~owerfulI schemnes to solve thle local spin (lensitY functional
(LS DF) one, particle equations is ouir all-electron full-potential linearized-augmented-plane-

wave [I] (FLAPV) meithiodl Which canl be applied for builk and superlattice calculations as
well as for filmn calculations. Tlie basic idea in this variational method is thle parlitiori or real
space into three dlifferent regions, namtely, spheres aroutid the nuclei, vacuum regions ort both
sidles of tire slab in the case of ilni calculations, and the remaining interstitial region. INoshape
ap~proximations- are madec to the charge density andl the potential. Blothi the charge density
arid1( tile effective one-clectroir potential are representedl by the satire analytical expansions.
i.e., a Fouirier rep~resenttationr in thle interstitial region, air expansion ini spherical harmonrics
inside tine spheres, and~ (for Films) a 2-dinrensional Fourier series in each v'acunin plane parallel
to thre sir race.

Tlhus, tile FIA PW method allows a fuilly self-consistent solution of the ISDI one-particle
eClnratioirs air(l yields charge densities arnd sp~in densities close to thle LSI)F limit. Besides tile
tot al charge density, tile key quantity iii derisity-ruinctional theory is thre total energy rorr-
sltoidirig to tile ground state charge density. The capability of total energy calculations for
vairious geomnetrical arrangements provides a powerful theoretical tool to study the energetics
a1i1d , at least inr principle, tile dynamrics of hulk solids and surfaces.

MiAGONElTISM NIOF NI TA L SURFACES ANI) OVERI4 AYER S

3d Perroniagnetic Metal Su rfaces anid COverlnyers

As is clear fromi oilier contributions to this volumte, tile mirgnetill of tile '341 fouroing.
inetic- tranlsitioinietals ait suirfaces rind interfaces is or speciali interest herallse 4f their jiossinit
ise, ii, hlighi- lechology iniformantioni Stornnge devices,. Biecaurse of the breakdown of twhe1m
diirirsiotual crystal syinrurety. tile electroihe and( miagnietic properiln's lire ex'perted tW 1W mg-
nuiienIntly dii feret. fromt that, seen lit thlt buulk solids, The In1terfare feat nr'es strongly Contrkol
o.ire majgnet ismi or Ire, mtruerili at least ii few A 'N deep Intoi the bulk, 'l'bl InterfChe 11ilmelm
onl iringnetisrul depends onl thle atonr 8tructure, and the naure (if ti0', 1110erinls 411 botth Atk
or tirl, inirtravne.
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Figure 1 (a) Charge and (b) spin density contour plots for a nine-layer fcc-Co(001) slab in the (100)

plane. For (a), the numbers indicated are in units of 10-3 e/a~u.; subsequent contour lines differ by
factor of V/'2. For (b), the numbers indicated are in units of 10'~ e/a-u.: subsequent contour lines

dilffr byv a factor of 2.

Unusual poeteofsraemgtim(viewed as an interface between solid and vac-
uum) have been obtained from theoretical studies of various ferromagnetic transition mietal1
surfaces; these include surface magnetic moments enhanced over the bulk values. narrowed 3d1
band-widths for the states in the surface layer and largely reduced surface magnetic hyperfine
fields (except for bcc Cr, for which the hyperfine field is enhanced). Listed in Table 1 are
the calculated magnetic moments of 3d-transition metal surfaces using the FLAPW method.
As a general phenomenon, enhanced magnetic mnoments at the surface layer (wvith respect to
bulk moments) are predicted. The magnetic moments calculated are comparable with exper-
itnental findings. Table 2 contains tlte FLAPW results for magnetic overlayers on Cu, Ag,
and Au substrates. Giant magnetic moments for tnonolayer Fe overlayers on Cu. Ag and
Au(001) substrates are predicted. The effect of the magnetic properties of the substrate on
the nmagnetic filtns is also carefully studlied.

Table 1 Calculated magnetic moments (NI, iii ppf) of 3d-transition metal bulk and surfaces

Af,,f AJlaj. ref.
Ni fcc (100) 0.68 0.56 [3]

(110) 0.63 [4]
Cr bcc (100) 2.49 (FMI) 0.89 (AFM) [5]

0.59 (Exp.)
Fe bcc (100) 2.98 2.15 [6]

(110) 2.65 [7]
Fe fc c (1(00) 2.85 1.99 [8]

CO fc c (100) 1.86 1.65 [9]
Co hcp (0001) 1.76 1.65 [10]
Co bcc (100) 1.95 1.76 [11]
CO bcc (110) 1.84 1.76 [4]
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Table 2 Calculated magnetic moments (M, in p) of 3d-transition metal thin film overlayers on
noble metals. S denotes surface and S-I subsurface layers.

thin films M ref. thin films N1 ref.
1V/Au(001) 1.75 [12] AFM 2Fe/Cu(001) 2.38 (S) [13]
1V/Ag(0OI) 1.98 [12] -2.22 (S-1) (131
2V/Ag(001) 1.15 (S) [12]1 Fe/Ag(00t) 2.96 [12]

< 0.05 (S-1) [12] 2Fe/Ag(001) 2.94 (S) [12]
Cr monolayer 4.12 [121 2.63 (S-1) [12]
1Cr/Au(001) 3.70 [12] lFe/Au(001) 2.97 [31]
2Cr/Au(001) 2.90 (S) [12] 1 e/W(l10) 2.18 [14]

-2.30 (S-1) [12] 1Co/Cu(001) 1.79 [15]
Fe monolayer 3.20 [12] 1Ni/Ag(001) 0.57 [!6]
FM 2Fe/Cu(001) 2.85 (S) [13] Cr/Fe/Au(001) 3.10 (Cr) (12]

2.60 (S-1) [13] -1.96 (Fe) [12]
Fe/Cr/Ag(001) 2.30 (Fe) [12]

1 1_ 1_ -2.40 (Cr) [12]

To illustrate the electronic and magnetic properties of transition metal surfaces and in-
terfaces, we present briefly the FLAPW computational studies of the fcc Co(001) surface and
of a Co overlayer on a Cu(001) substrate. The charge and spin densities in the (100) plane
of a nine layer fcc Co(001) slab is shown in Fig.1 (a) and (b), respectively. Features similar
to those of the other ferromagnetic transition metal surfaces are seen in that the effect of
the surface on the charge density is mostly localized to the surface layer. The other layers.
including even the sub-surface layer, appear to be very much bulk-like. This is also confirmed
by examining the detailed charge population (not shown) within each muffin-tin (MT) sphere
of the atom; the charge distribution of the non-surface layer atoms is found to be very much
the same.

Unlike the charge density distribution, which has a larger spherical-like component for
each atom, the spin density shows strong anisotropic features around the atoms. Similar fea-
tures have also been found in ferromagnetic metal surfaces of Fe, Ni and Co.

The charge and spin densities in the (100) plane of a Co overlayer on an fcc Cu(001)

substrate are shown in Fig.2 (a) and (b), respectively. The charge density at the overlayer Co

Table 3 The contact hyperfine field (in kGauss) and the ratio of core electron contribution and
effective magnetic moments of bcc Co(001), fcc Co(001) and hcp Co(001) surfaces and Co overlayer
on a Cu(001) substrate.

atom core conduction total core/NI moment

bcc Co(001) S -285 +104 -181 -147 1.94
surface S- 1 -255 -12.1 -268 -144 1.78
(9 layer slab S- 2 -252 +13.6 -238 -144 1.76
model) S- 3 -253 +6.3 -247 -144 1.76

C -257 +18.3 -238 -146 1.76
fcc Co(001) S -266 +55.5 -211 -144 1.86
surface S- 1 -236 -75.1 -311 -144 1.64
(9 layer slab S- 2 -237 -70.5 -307 -144 1.65
model) S- 3 -236 -69.1 -305 -144 1.64

C -237 -69.5 -306 -144 1.65
hcp Co(0001) S -257 -31.5 -267 -146 1.76
surface S- 1 -244 -84.7 -297 -144 1.68
(7 layer slab S- 2 -237 -76.1 -314 -145 1.65
model) C -239 -75.5 -314 -145 1.64
Co/Cu(001) -257 +161 -96 -144 1.79
interface
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Figure 2 (a) Charge and (b) spin density contour plots for Co overlayer on a Cu(001) substrate in
the (100) plane --- ~ as in Fig. 1.

atoms shows few anisotropic features in the contour shapes. The interface Cu atom charge
density contours are slightly different compared with those of the other Cu atoms. The sub-
interface (S - 2) and center layer (C) Cu atoms have primarily the same charge disIribution.
and are thus quite bulk-like. The spin density contours for the overlayer magnetic atoms
shows stronger anisotropic features than do the charge density contours. The interface Cu
atom also has a region of positive spin density distribution around the center of the atom.
The spin density on the non-interface Cu atoms is relatively much smaller. These features
have also been seen in other interfaces between ferromagnetic and noble metals.

The hyperfine magnetic field - an important property of magnetic transition metals
which can be directly measured by M6ssbauer effect and NMR experiments - provides
information related to the magnetism which is sensitive to the environment of the atom. The
contact part of the hyperfine field (listed in Table 3 are those of bcc Co(001), fcc Co(001)
and hcp Co(001) surfaces, and the Co overlayer on Cu(001) substrate) is determined by the
spin density at the nucleus [2]: this is mostly enhanced by the magnetism of the valence d-
electrons and so is strongly dependent on the total magnetic moment. The contribution to the
hyperfine field by core electrons is found to be rather precisely proportional to the magnetic
moment, whereas the total hyperfine field varies from - -96 kGauss for the overlayer Co
atom in Co/Cu(001) to -314 kGauss for the bulk-like (center layer) atoms in fcc Co. The
almost identical constant value (-144 ± 2% kGauss/IB) of the ratio of the core hyperfine
field and the magnetic moment is evidence that the core polarization coupling constant is not
sensitive to the atomic environment.

Magnetic Anisotropy of Fe Thin Films

The magnetic anisotropy properties of ferromagnetic thin-films (Fe, Co. Ni, etc.) on
various substrates have been studied via surface magneto-optic Kerr effect [17) (SMOKF),
ferromagnetic resonance (FMR), spin-polarized photoemission, etc. In ultra-thin Fe(001)
films on Ag(001) (less than 2.5 monolayers), the magnetization is found to lie along the sur-
face normal [18, 19]. Both in-plane [201 and perpendicular anisotropy [21] are observed for
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monolayer range Fe(001) on Au(001). Liu et al. [21] reported a universal behavior of perpen-
dicular spin orientation below a critical thickness of 6 monolayers or less in fcc Fe( 100) oil
('u(100), fcc Fe(11I) oil Ru(0001), bct Fe(100) on Pd(100) and bcc Fe(100) on Au(100).

The origin of magnetic anisotropy of 3d ferromagnetic materials [22] was proposed by
van Vleck [23] more than 50 years ago to be the spin-orbit interaction. Still today, the theoret-
ical understanding of the magnetic anisotropy in realistic systems remains a great challenge,
because it is necessary to know in precise detail both the electronic structure and the total
energy (the latter to ±10- 5 eV).

To study the magnetic anisotropy of metal surfaces and thin-films, [25] we developed a so-
called "second variation" method based on our highly-precise total energy FLAP\V approach,
i.e., to solve the relativistic Dirac equation of the electronic system with a charge density
obtained from a previous semi-relativistic self-consistent calculation. As the first test of this
method for calculating magnetic anisotropy, the free standing Fe monolayer with a square
lattice structure and with lattice constants matching either fcc Ag(001) (aA, = 4.086 A)
or fcc Au(001) (aAu = 4.078 A) was studied [25]. The charge density of monolayer Fe is
determined with the semi-relativistic FLAPW method. The magnetic anisotropy energy is
estimated by the second variation procedure. In both systems, a small in-plane preference
of the spin orientation of order.- 3 x 10' eV/atom (or an equivalent anisotropy magnetic
field of ,- 1.7 kGauss along the in-plane direction) is obtained from the calculations [25]. This
result is in contrast with the result of Gay and Richter [2-4] who obtained a perpendicular
spin orientation in an unsupported Fe monolayer. We also calculated the anisotropy between
the two in-plane directions, namely, (0 = 2, 0 = 0) and (0 = 1, = L). This anisotropy
energy is found to be about two orders of magnitude smaller than the perpendicular/in-plane
anisotropy, i.e., - 1% of the anisotropy energy between the (0 = 0, 0 = 0) and (0 = Z, (P = 0)
directions.

Similar calculations were then carried out for Fe monolayers on Au. Ag and Pd(001)
substrates. For these theoretical studies, the Fe/metal systems were modeled by a single-slab
geometry with one layer of p(l x 1) Fe coupled with one layer of Ag (or Au or Pd) atoms.
and with the Fe atoms located at the four-fold hollow site of the Ag (or Au or Pd) square
lattice. The experimental Ag, Au and Pd lattice constants were assumed. The computa-
tional results can be summarized as: (1) in all three systems, i.e., iFe/lAu, IFe/lAg and
lFe/lPd, the easy direction of the spin-orientation is perpendicular to the surface of the film.
in contrast with the results for the free standing Fe(001) monolayer; (2) the values of the
magnetic anisotropy energy for these systems are considerably larger than the results for the
free standing Fe monolayer, i.e., 0.5 meV/atom for lFe/lAu, 0.1 meV/atom for IFe/lAg and
0.4 meV/atom for lFe/1Pd. In this case, the result for 1Fe/lAg is in agreement with the
preliminary result reported by Gay and Richter [24] for an Fe/Ag(001) slab with 5 Ag layers
sandwiched by a monolayer of Fe on either side. Surface and interface magnetism continue
to attract considerable attention, largely because novel electronic and magnetic features are

expected to arise from the breakdown of three dimensional crystal symmetry.

Rare-Earth Metal Surface Magnetism: Gd(0001)

The structural, electronic and magnetic properties of rare-earth metal surfaces and thin-
films have attracted considerable attention in recent years. Among them, hcp Gd(0001) is of
special interest because of its novel magnetic properties, including surface-enhanced magnetic
ordering (SEMO) at a temperature well above the bulk Curie point [26, 27].

The first experimental evidence for SEMO was provided by Rau and Eichner [26], using
electron-capture-spectroscopy measurements. A SEMO up to T = 310 K was extrapolated
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Figure 3 Schematic ferromagnetic and antiferromagnetic configurations for a 6 layer Gd(0001) slab.

from the measurements on polycrystalline thin films. Similar conclusions were drawn by
Weller et al. [27] for epitaxial hcp Gd(0001) thin films grown on a single crystal W( 110)
substrate, employing spin-polarized low-energy-electron diffraction (SPLEED) and magneto-
optic Kerr effect (MOKE) techniques. Again. the SEMO critical temperature is found to be

22 K above the bulk 'r,. Very interestingly, the top-most surface atomic layer magnetic
moments were inferred not to be ferromagnetically coupled to the underlying bulk layers.

Despite these developments in experimental knowledge of the surface magnetism of Gd.
no detailed theoretical research has been reported previously. In this lecture, we provide first
results of FLAPW studies of the structural. electronic and magnetic properties of the hcp
Gd(0001 ) surface.

The Gd(0001) surface -- with the top-most atomic layer ferromagnetically (FM) or
antiferromagnetically (AFM) coupled to the underlying bulk-like layers as shown in Fig. 3
-_ is simulated primarily by an hcp slab geometry with 6 Gd atomic layers. This thickness

is reasonable since test calculations carried out on an 8 layer AFM slab confirm most of the
results. The 2D lattice constant and the distances between adjacent bulk layers were chosen

il accordance with the experimental data (a = 6.8446 a.u., c = 10.8622 a.u., c/a = 1.587).
while the distance between the surface layer and the underlying bulk layer is determined by
minimizing the total energy. The minimum of the fitting curve gives an equilibrium distance
between the surface layer and the adjacent underlying layer = 5.53 a.u., i.e., - 2% expansion
in comparison with the bulk-like spacing. With this assumed equilibrium atomic structure.
the total energy for AFM coupling is about 3 mRy lower than the minimum for FM coupling.
Thus we find that the surface AFM coupling is more stable than the FM one, in support of
the experimental observation by Weller et a]. [27].

The total valence charge densities, which are fundamentally important quantities in LDA
and usually give clear insights for understanding the surface interactions, are presented in Figs.
4 (a) and (b) for the AFM and FM hcp Gd(0001) surfaces, respectively. It is seen that the
electrons in the surface atoms spill out into the vacuum region to lower their kinetic energy.
The density corrugation along the horizontal direction is very small even not far above the
surface atoms, indicating the smoothness of the Gd(0001) surface. Dramatically, the spatial
charge distribution just below the surface layer shows a typical metallic interaction between
the Gd atoms whereas no noticeable special bond-orientation exists.

Figure 5 presents the calculated valence spin densities on the (1010) plane for the FM
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Figure 4 The total valence charge density of the Gd(0001) surface on the (1010) plane for (a) FM
surface coupling; and (b) AFM surface coupling. Contours start from 5 x 10 -' e/(a.u.)3 and increase
successively by a factor of \/2.

and AFM hcp Gd(0001) surfaces. Because the valence spin-polarization is induced by the 4f

shell, the majority spin exceeds the minority spin in the whole space for the FMI surface
different from that usually obtained for the transition metal surfaces. For the AFM case. since
the 4f spin polarization in the surface layer is antiparallel to that of the underlaying layers.
the valence spin-density in surface region becomes negative in order to follow this change. As

listed in Table 4, the FM Gd bulk, the total calculated valence magnetic moment is 0.59 1i13
per atom. This value agrees well with the experimental result [28] (0.63 pB) - suggesting
the validity of present day theoretical treatments. For the FM and AFM Gd(0001) surface,
the moments inside the center MT spheres are very close to the calculated result for bulk FM
Gd. For the FM state, the valence magnetic moment at the surface is enhanced (by - 20%).
Because the surface 4f spin polarization is antiparallel to the underlying layer for the AFM

state, the induced valence spin density decreases markedly (with a node) in the in-between
region. As a result, the AFM magnetic moments in the topmost two layers become smaller
than those for the FM coupling. Nevertheless, the surface magnetic enhancement is sizable
because the negative surface magnetic moment is still larger than the corresponding value in
the center layer MT sphere.

Table 4 Calculated magnetic mnoment- for bulk Gd and the Gd(0001) surface.

FNI AFM
MT 0.47

Gd bulk Int./aton 0.12
total 0.59
expt. 0.63

S 0.58 -0.49
Gd(0001) S-1 0.44 0.39

C 0.46 0.45
Int./atom 0.14
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Figure 5 Spin densities on the (10i0) plane of (a) FM Gd(000l); (b) AFM Gd(000l). Contours start
from ±1.0 x iO0- ' e/(a.u.) 3 and increase by a factor of 2.

To conclude. (1) unlike the usual results for transition metal surfaces, the FM Gd(0001)
surface layer expands outwardly (by 2%); (2) the surface Gd layer couples antiferromagneti-
cally with the underlying bulk, and the stability of the AFM coupling originates mainly from
the enhancement of the second-neighbor interaction between the surface layer and the third
Iayer: and (3) the surface magnetic moment is enhanced from the bulk value.

METAL-CERAMIC INTERFACES

Our basic physical understanding of the simplest metal-ceramic interfaces falls far short
of their obvious importance. As an illustration of the first steps taken to study the metal-
ceramic interfaces from first principles, we cite some recent work [29] on Fe on MgO(001).
Some remarkable results have been obtained which show that MgO is an extremely non-
interactive substrate for metal overlayers and, hence, that it niight be an ideal two-dimensional
stubstrate for studying magnetization, magnetic anisotropy, phase transitions and critical be-

havior.

To determine the interface structure between Fe metal and MgO(001), twvo different po-
sitions for monolayer Fe on MgO(001) were studied, i.e., Fe above the 0 site and above the

Mg site. The total energy study determined that the position of Fe atoms above the 0 atom
site is preferred, similar to the results of our previous Ag/MgO(001) calculations. This result
is consistent with experimental findings by Urano et al. [30]. The interlayer spacing between
monolayer Fe and the MgO(001) substrate was determined to be, 2.30 A . In the following,

we dliscuss the properties of the Fe/MgO (001) system for the case of the Fe above 0 site
with this optimized interlayer spacing. The same interface structure between Fe and MgO
(i.e., the interface Fe atoms sitting at 2.30 A above 0 sites) was then assumed in our model

calculations of 2Fe/MgO(001).

The charge density contour plot of the ferromagnetic 1Fe/MgO(001) is showvn in Fig.

6(a). As expected, the charge density of the MgO substrate remains basically unchanged in

-- _ -- __ ---n--- = = n lll lUmn
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Figure 6 (a) Charge and (b) spin density distrilutions for Fe/MgO(001) (Fe above 0 site) plotted
for tie upper half of a single slab unit cell in the (100) plane. as in Fig. 1.

comparison with clean MgO. A small interface effect is seen at the interface 0 aons. The
Fe atom shows a surface-like charge distribution. i.e.. with the charge smoothly extended into
the vacuum region. The overlayer Fe atom has a total charge of 6.31, which is equal to that
of the free standing monolayer Fe. despite the presence of the NlgO(001) substrate. Also
interestingly, the MgO electron population in lFe/*lgO(001) differs from that of the clean
MgO(001) surface by only - 0.02 electron at the interface 0 atom, while the population of
the other atoms remains almost unchanged. Thus, any strong direct reaction between Fe and
MgO can be ruled out.

Shown in Fig. 6(b) is the spin density contour plot of ferromagnetic lFe/MgO(001 ) in
the (100) plane. Large positive spin density is seen at the overlayer Fe atom, showing a d-like
shape. Sonte negative spin density appears in the interstitial region between the overlayer Fe
atoms (i.e., the region above the interface Mg atom). At the interface 0 atom, the positive
net spin density has a p-like shape, indicating the slight influence of the magnetic Fe overlayer
on the 2p electronic states of the interface 0. The other atoms, i.e.. all Mg atoms and the
non-interface 0 atoms in the MgO(001) substrate, show almost no net spin density. The cal-
culated magnetic moment of Fe, 3.07 /1B, is close in value (1%) to that of a free standing Fe
monolayer (3.10 ItB), and hence larger than that of the bcc Fe free surface value [6] (2.9 P/R)
or Fe monolayers on noble metal (Au and Ag(001)) surfaces [31].

The charge density shape of the MgO substrate in 2Ie/MgO (not shown) is close to
that seen in both tFe/MgO and clean MgO, a result of the lack of interaction between Fe
metal and the MgO substrate. The charge density of the surface Fe atom shows surface-like
features typical of metal surfaces, while that of the interface Fe(S-1) atom shows some influ-
ence from the substrate. The layer-projected charge and spin populations of 2Fe/MgO(001)
show that the surface Fe atom has a total muffin-tin (M.T.) charge of 6.40 electrons or about
- 0.1 electrons more than that of Fe in 1Fe/MgO. The interface Fe (S-I) atom has a total M.T.
charge of 6.43 electrons, a value very close to that of the surface Fe. Again, the charge pop-
ulation of the MgO substrate atoms is almost unchanged from that of clean MgO or l Fe/MgO.
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The calculated spin density in the (100) plane of the 2Fe/MgO(00l) slab (not shown
for lack of space) shows large positive spin densities at the two Fe atoms, with a stroiigly'
anisit ropic shape. Positive spinl density appears also at thle initerface 0 atoiri, simuilar to t ie
I Fe/MgO(00 I ) results. Negative spin density is found in the interstitial regions bet weeni lhe
Fe atomns. The total magnetic moment of the surface Fe in 2Fe/Mg() is 2.96 JIB. Which is
close in value to that of the free bcc Fe(00l) surface atom. 2.98 JitB* Very interestingly, the
interface Fe atom has a magnetic moment, 2.85 pB3, which is smaller thaii t hat of the surface
Fe by only -0.1 JIB. Compared with the calculated magnetic nmoment of the hulk-like bcc Fe
atomn, 2.25 PIB. both the surface and interface Fe atomns have largely viiaiiced imomenits 11))
32W amid 27%, respectively).

lIi conclusion: (i) MgO(00 1) forms an extremely non-interactive substrate for Fe t hini
films, and the scale of charge difference induced by the Fe/MgO interface effect is limnited
to less than 0.02 elect rons/atoni. Thus, Fe/MgO( 001) nmight be an ideal two-dinmensional
elect ronic/imagnetic system. It is also anticipated] that other similar svstemis, i.e.. tranisition
metals interfaced with stable ioiiic insulator substrates. wvill yield interesting features of aii
ide-al two-dimensional system. (ii) Momolayer Fe adsorbed on an Mg(001 ) substrate shows
a giant miagnet ic nmomnit (- 3.07 p[B) which is close to t hat of a free st andinig Fe(00I
lioilolaxe r (- 3. 10 JIB ). Thlis mmnt is even Ia iger than the plrevi ously calcuilIat ed n ionol aver
Fe, mioiieits iii Fe/Ag. Fe/Am aiid Fe/(u Om.ec. (iii) fIn 2Fe/MgO-(00 1). the surface Fe at on
has n itnagii I'mmomenit of 2.9 13,B which is (lose, to that ofthle fcc Fe(001 ) surface ( 2.91 pJs).
Interest ugly. thle interface Fe aton (S-I) also shows a large magnetic umoiment,. 2.85 JIB. as
well as at density of states ext renely close, to that of the surface Fe atoni - again iniiiii
lie ext reielY weak inmt erface effect n Fe froii thle NlgO( 001) subhst rate.

CONCLUSIONS

We have presented results of state of the art local spin density (LSD) calciilatioiis using
the highly precise FLAP"' total energy method on some novel systems. The work descri bed
here gives a goodi indication of the power and appllicability of the LSD1 ap~proachi to treating
what are coiipllex iiaterials with an all-electron approach that call simultaneous]ly determiine

lie structural, electronic and magnetic properties. Spe~ ific predictions, have been niade and
t comparisons with experiment -- when available -- have been given. (learlv thme theoretical

andl experimetital efforts are still only in their infanicy. %Inch niore of hot h are needled iii order
to elucidate thle comp~lex properties inihIerent iii these fascinat inig art ificial miaerials.
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GROWTH AND MAGNETIC PROPERTIES OF METASTABLE STRUCTURES

B.Heinrich, A.S.Arrott, J.F.Cochran, Z.Celinski, and K.Myrtle

Physics Department, Simon Fraser University
BURNABY, BC, Canada, V5A 1S6

Ultrathin magnetic metallic structures have become a major field in material science. The
main motivation stems from the ability to grow epitaxially a variety of interesting systems:
Well defined interfaces have been prepared exhibiting unusual anisotropic properties 1. 2; new
metastable structures were grown which do not exist in nature3.4,3 ; and multilayered and
superlattice structures were formed exhibiting unexpected exchange and electron transport
properties 6,7,8. Experimentalists have benefited greatly by a close cooperation with theoretists.
First principal band calculations have played an immense role and active feedback between
theories and experiments have helped and speeded up the whole field of metallic epitaxy. The
applied aspects of metallic epitaxies have been persued in parallel and provided needed
inspiration and excitement.

It should be pointed out that all these advances and future progress in atomic engineering
would not be possible without Molecular Beam Epitaxy (MBE) techniques such as controlled
atomic beams in ultra high vacuum (low 10-10 torr range) and using state of the art surface
science tools such as Reflection High Energy Electron Diffraction (RHEED) and Auger and
XPS spect'oscopies whose power has been further augmented by adding to them the spin
polarized and angular resolved options.

In this paper we summarize our recent studies of metastable multilayer structures composed
of bcc Fe, bcc Ni, bcc Cu and lattice expanded Pd. Besides presenting their interesting
physical properties we would like to highlight two experimental techniques: RHEED and
Ferromagnetic Resonance (FMR). We found these techniques to be extremely effective and
useful in the MBE studies of ferromagnetic metallic structures.

The expression "ultrathin" will be used throughout the whole paper, therefore a word of
explanation is needed. Ultrathin films (layers, overlayers, bilayers, trilayers) are epitaxial
structures thinner than the exchange length: (A/2itMs2)l t2 ( -- 3.3nm in Fe), where A is the
exchange stiffness constant. Magnetic moments separated by a distance smaller than the
exchange length are locked together by the exchange interaction. A system having a spatial
scale smaller than the exchange length responds as a single unit to the total torque acting on
the system.

GROWTH STUDIES

Epitaxial growth of our ultrathin structures was carried out in a Physical Electronics MBE
system-PHI-MBE 400. This MBE system is equipped with RHEED, allowing one to monitor
the growth and a double pass CMA analyzer which permits the Auger (AES) and X-ray
photo-electron spectroscopy (XPS) studies. The RHEED screen was equipped with a
magnifying lens which focussed a small area of the RHEED screen onto a photomultiplier tube
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in order to measure either the intensity of the RHEED specular spot as a function of the film
thickness or to scan a diffracted beam to obtain a measure of the atom-atom correlation
function of the surface.

All our growths were carried out on bulk singular Ag(001) (0<.250) substrates 15 mm in
diameter and 3.5mm thick. They were prepared by standard metallographic techniques 1.

Ag(001) substrates were ion etched using a 2 keV Ar+ gun in UHV in a typical thermal cycle:
starting at 5500 C the substrate was annealed for I hour and then sputtered for 10min , the
substrate temperature was then decreased by 500 C and sputtered and annealed for 30 min.
The substrate temperature was reduced by 500 C steps with 30 min. of sputter-annealing at
each temperarure. This process was repeated until 3500 C was reached. At 350 C the substrate
was not sputtered anymore, but annealed for 10 min. and then cooled down to room
temperature. The substrates prepared in this way exhibited sharp RHEED patterns with short
RHEED streaks and an easily identifiable specular spot. No visible impurities were present in
the Auger spectra. During the deposition the vacuum in the growth chamber was held in low
10-10 torr. The substrate was held at room temperature to avoid atomic intermixing between the
substrate and overlayers.

The quality of growth was monitored by RHEED intensity oscillations. RHEED oscillations
were observed by monitoring the intensity of the specular spot with the primary electron beam
directed close to the first anti-Bragg condition. Computer simulations were carried out1 0 to
determine the the role of surface roughness on the amplitude of RHEED intensity oscillations.
We found that a growth having 3 or more unfilled atomic layers does not show any RHEED
oscillations. In our view the presence of RHEED oscillations indicates a good epitaxial
growth having the surface roughness confined mosdy to the top two atomic layers. The film
formation evolving in this manner will be termed "layer by layer growth". The overall
homogeneity of a deposited film was determined by monitoring the intensity of the dominant
substrate AES peaks as a function of the film thickness.

Epitaxial growth is expected when the square lattice mesh of the deposited film is closely
matched to the substrate mesh. Fe(001) grown on a Ag(001) substrate is a typical example. It
turns out that this rule can be extended in some cases to metastable structures. The strongly
attractive potential of the interface traps add-atoms in its square mesh and often results in
lattice structures corresponding to that of the substrate.

Ni, Cu and Pd grow well on Fe(001) substrates. Large RHEED oscillations show that their
growth proceeds in a layer by layer mode, Fig 1. We found that Fe(001) layers can also be
grown well on Cu(001) and Pd(001) templates. In this way a variety of ultrathin epitaxial
structures were formed such as Fe/Ni, Fe/Cu, Fe/Pd bilayers and Fe/Cu/Fe, Fe/Pd/Fe trilayers.
The growth and structural details are presented in our papers Z5.11. Here we present only a
brief summary pertinent to a discussion of the magnetic properties.
(a) Fe(001): It is well known that the square lattice of the Fe(001) matches well that of
Ag(001) if the cubic unit cells are rotated by 450. However it is less well known that an

Fig. 1. RHEED intensity oscillations
measured at the specular spot during. Fe/ growth. The 5 ML Fe film was grown on

a Ag(001) substrate and the Cu,Ni and Pd
reconstructo films were grown on 5,6 and 5 ML films

of Fe on Ag(001) substrates. Note that the
CU reconstruction of the Cu film produces a

clearly visible change in the RHEED
intensity oscillations. The angle of the

N I beam was = 1P with respect to the sample
surface. The sample was rotated

LI Pd- azimuthally so that the beam was directed
20 P from the [110] in plane axis to avoid

S 2 400 Time (sec.) the Kikuchi lines.
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appreciable vertical mismatch remains due to the large tetragonal distortion between the fcc
and bcc lattices. Therefore the presence of atomic steps affects the growth, and consequently
the magnetic properties of Fe grown on singular Ag(001) substrates. The Fe(001) films
showed regular RHEED oscillations only after 2ML were grown, see Fig 1. This is a healing
distance for covering atomic steps. The Fe(001) RHEED streaks are not common. The Fe(001)
RHEED streaks very quickly develop (after - 2 ML) a narrow split which is azimuthally
symmetric 13, see Fig 2a. Once the split is created it remains throughout the whole growth. It
was shown by Henzler's group in their work on W(l 10)14 that such behavior is consistent with
a simple nucleation and growth mechanism in which a new atomic layer staits to form around
nucleation sites. The nucleation sites are randomly distributed but they maintain an
approximately equidistant separation (the inverse value of the streak splitting, -3.0 nm ). The
growth proceeds by attaching deposited add atoms to the edges of atomic islands which have
been already formed, see Fig 2b. The continuing presence of RHEED spot splitting shows that
a new set of atomic islands is nucleated ( on the top of an already existing set ) before the
expanding atomic islands coalesce to form a complete atomic layer. Clearly the Fe growth
proceeds with at least two unfinished atomic layers. Large RHEED oscillations and our
computer simulations suggest that only two partly covered atomic layers exist at any moment
during the growth.
(b) Ni(001): The first 3 ML follow the bcc stacking with the same lateral spacing and the same
vertical relaxation as observed for Fe(001) 15. After reaching a critical thickness, 3ML, the Ni
overlayers transform gradually to a more complicated structure2. The transformed "bcc Ni"
shows that the main features of the RHEED patterns along the (001) and (110) principal
azimuths remain, but the RHEED pattems along ( 110) azimuths show in addition weak
diffraction streaks positioned 2/5 of the way between the bcc streaks. The additional
superlattice streaks are also visible for azimuths away from (100) and ( 110} directions. Their
complicated dependence indicate that the Ni transformation is a rather severe distortion of the
basic bcc lattice.Structural modifications occuring after the bcc overlayers reach a critical
thickness suggests that the minimum energy atomic spacing of the bcc Ni metastable structure
does not match the bcc Fe substrate spacing. The elastic energy stored in the initial strained
homeomorphic bcc Ni structure is eventually released and the lattice transforms and develops
a network of crystallographic defects which in the simplest description can be represented by a
network of misfit dislocations. Much as we might like to know an exact distribution of atoms
in the transformed "bcc Ni" or whether the local order is bcc or fcc, it is more important to
realize that "bcc Ni" overlayers in Fe/Ni bilayers form a unique structure accompanied by
magnetic properties which are truly different from those observed for fcc Ni and bcc Fe. Even
though we do not yet know the atomic structure of "bcc Ni", we can use in-situ RHEED to
identify this structure from its characteristic diffraction features.
(c) Cu(001): The growth of Cu(001) overlayers maintains the in-plane symmetry of the
Fe(001) substrate for the first 10-11 ML compared with Ni(001) overlayers which could be
grown that way only for the first 3 ML. The RHEED streak separation for Cu(001) overlayers
is approximately 1.2% smaller than those for the Fe(001) layers indicating a corresponding
increase in the Cu(001) lattice spacing5. It would require a 12.5% distortion to match fcc Cu to
bcc Fe(001) square mcsh. The angular resolved XPS (ARXPS) studies by Egelhoff et al' 6 of

Fig. 2a RHEED pattern along the 1I1 Fig. 2b Pattern of islands during Fe growth.
azimuth for 5 ML Fe on Ag (001) substrate.
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epitaxial Cu on Ag(001) ( note that the Ag(001) and Fe(001) templates are very similar)
showed that a vertical contraction occurs which yields a lattice quite close to the bcc structure.
One can therefore conclude that the Cu(001) overlayers grow on Fe(001) in a nearly perfect
bcc structure. The RHEED patterns are significantly altered when the Cu(001) overlayers
reach a critical thickness. The (1001 azimuths develop two additional symmetrically spaced
streaks, suggesting that the Cu(001) superlattice repeats along the J 1001 azimuths every three
unit cells. Superlattice streaks along the { 110) azimuths do not seem to be commensurate with
the lattice and this is similar to our observations on the transformed "bcc Ni".
(d) Pd(001): RHEED patterns show that the growth follows the Fe(001) square mesh very
closely, no visible reconstruction are visible for films thinner than 12 ML 12. An excellent
coverage of the Fe substrate layer is also evidenced by a well defined exponential decay of the
Fe L3VV Auger intensity with an increasing Pd thickness. The electron mean free path in Pd is
even 20% (5.6 ML) smaller than the value calculated from the universal Seah-Dench's formula
(7ML). The lateral spacing in Pd(001) is identical to that of the Fe(001) substrate. Since its
lateral spacing is 5% larger than in the regular fcc Pd one can say that this structure is
metastable and very likely fcc; however the last point must be left to future LEED and ARXPS
studies to decide.

MAGNETIC STUDIES USING FMR

FMR is an extremely sensitive tool. One ML of Fe can be easily detected; and it is a
relatively simple technique which is not expensive to implement.

The Landau-Lifshitz equation of motion for the magnetization, M, is

1 A - × eff'Y at - K

where M and Heft have contribution from both static and dynamic components, that is M =MS
+m and Heft = HO+h+hd+Hk+hG+hex, M, is the equilibrium saturation magnetization and m
is the rf component of M. H0 is the static internal field usually applied in the plane of the
specimen (parallel configuration). h is the parallel component of the applied rf field.
hd = - 41rDmi is the demagnetizing field perpendicular to the sample surface. The
demagnetizing field in ultrathin layers depends on the number of atomic layers 2. The
anisotropy field Hk depends on the direction of the magnetization M with respect to
crystallographic axes. The intrinsic damping will be described by the Gilbert damping hG= -
i(coty) (G/y) m /Ms 2 , where G is the Gilbert damping, o is the microwave angular frequency
and yis the spectroscopic splitting factor. hexc is the exchange field 2.

Ultrathin films of cubic materials grown along [0011 crystallographic direction exhibit
tetragonal symmetry. In ultrathin films the magnetic moments across the sample are nearly
parallel. The system responds as a rigid unit. The total torque is shared equally by all
moments. Consequently the surface anisotropies divided by the film thickness, d, appear as
effective bulk-l;ke anisotropies 17. The magnetocrystalline anisotropy energy can therefore be
written as:

I lL ffr44l 1 _eff 4 Ku2 ff 1s
E=-j 1 . KI_ 0z-Tz where K =

eff 1 s
K K1±.L +a Ku (1)

where ax, acy, tcz are directional cosines with respect to [1001, [010] and [0011 crystallographic
axis; and KI I, , Kid, KL , KI, are the bulk and the surface 4th order anisotropies
respectively. Ks is the uniaxial surface anisotropy perpendicular to the sample surface.When
the saturation magnetization, Ms, is oriented in the plane of the film (parallel configuration)
the 4th order perpendicular uniaxial anisotropy plays no role in FMR. On the other hand when
the saturation magnetization is perpendicular to the film (perpendicular configuration ) the in-
plane 4th order plays no role. Note that the perpendicular uniaxial anisotropy acts like the
perpendicular demagnetizing field resulting in the effective demagnetizing field,
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47tDMeff = 4EMs-2KS/(Ms d). Positive Ks creates an effective field which tries to orient the
Ms along the normal.

The linearized L-L equations of motion lead to resonance conditions:

[Ho + 4DMeff + !-f (3 + cos 40)] IHo+ Ms cos 40] (parallel FMR)
2M [HL Ms (2a)

Ho - 412DMeff + 2K f- (perpendicular FMR)
4 Mf Ms (2b)

where 0 is the angle between the saturation magnetization, Ms, and the in-plane [1001
direction. Equations (2a) and (2b) summarize algebraicly the power of FMR. The in-plane
angular dependence of the resonance fields determines 1011 .The variation of the resonance
fields with applied microwave frequencies (at least two microwave frequencies are required)
determines the effective demagnetizing field 41rDMeff = 4tMs - 2K s /Ms and the
spectroscopic splitting factory ( or g-factor). The 4th order perpendicular anisotropy, K1,
can be determined by perpendicular FMR measurements.

The frequency dependence of the FMR linewidth in ultrathin films can be described by
- G IAH = All (0) + 1. 16.// Ms (3)

where the frequency dependent part is caused by the intrinsic Gilbert damping arising from the
spin-orbit contributions to the electron valence band energies. The frequency independent part
AH(0) is caused by magnetic inhomogeneities 8 . In ultrathin structures the magnetic
inhomogeneities contributing to FMR linewidth are caused by crystallographic defects which
are on a scale comparable to or bigger than the exchange length.

Note that FMR condition can not be used to determine the saturation magnetization Ms.
However the total integrated intensity of the FMR signal is directly proportional to to the total
magnetic moment of the specimen:

[HFMR + (4tMs)eff]J, cc~ Mo [2H-- + (4ltMs)ef---]

Therefore FMR can be used to measure the relative magnetic moments. In our measurements
the reference samples 5Fe/Au(001) and 1OFe/Au(001) are commonly used (5 and 10
represents the number of ML).

Exchange coupled ferromagnetic layers

Magnetic ultrathin bilayers and superlattices separated by non magnetic interlayers are
increasingly gaining prominence. We have presented a detailed model of exchange coupled
ultrathin structures 2. In this limit the static magnetic moments are parallel throughout the
structure and rf magnetic moments are parallel in each constituent ferromagnetic layer. There
are two resonance modes: The low frequency acoustic mode in which all moments are parallel
and the high frequency optical mode in which the magnetic moments of two adjacent
ferromagnetic layers are out of phase. The character of the interlayer coupling can be easily
identified from the relative position of the acoustic and optical modes. In FMR the optical
mode is located at a higher field than the acoustic mode for antiferromagnetic coupling and the
optical peak is located at a lower magnetic field for ferromagnetic coupling. The optical
modes are easy to identify since their intensities decrease rapidly with an increasing exchange
coupling. In our theoretical treatment the exchange interface energy, EAB is given2 by

EAB= - 4 (AAB/a) (MA/MA) (MB/MB),
where A" (in the ferromagnetic bulk AAB -10-6 ergs. cm-1) is the exchange coupling
coefficient between layers, MA, MB are the saturation magnetizations of adjacent layers A and
B, and a is the lattice constant. The positions and intensities of both modes depend in a
complicated way on the strength of the exchange coupling. Simple behavior occurs for either
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the trivial case of fully decoupled layers or for strongly coupled layers. In strong coupling
only the acoustic mode is observed. Its position is determined by the overall bilayer properties
given by a simple scaling law involving the effective fields of the individual layers 2.
One should point out that in FMR (homogeneous driving) the optical mode is visible only if
the Fe layers have different resonance frequencies in the absence of exchange coupling. In our
case that was achieved by using Fe films having different thicknesses (5 and 10 ML) which
resulted in different contributions to the perpendicular uniaxial field, see eq. 1.

RESULTS OF MAGNETIC STUDIES

Bcc Ni, bcc Cu and lattice expanded Pd epitaxial structures are magnetically unique systems.
The Cu 3d band is filled and therefore non magnetic. The ground states of bcc Ni were studied
theoretically by Marcus and Moruzzi 22 They showed that the ground state of bcc Ni is non-
ferromagnetic, but that lattice expanded bcc Ni can result in magnetic moments comparable to
that of fcc Ni. Pd closes the 4d transition group of elements. The Pd 4d bands are not entirely
filled. The strong intra-atomic Coulomb interaction between 4d electrons is responsible for an
anomalously large Pauli susceptibility. The repulsive intra-atomic Colulomb interaction is so
strong that the 4d band is near the threshold of becoming ferromagnetic. Numerous
experiments were carried out to test the tendency for Pd to become ferromagnetic. Those
include the giant magnetic moments of magnetic impurities in host Pd 19 , the giant Pauli
susceptibility enhancement in [ Ag/Pd] superlattices 20 , and the induced magnetic moment in
bulk Pd by submonolayer Fe overlayers2l. However none of these experiments observed a
long range magnetic order in metallic Pd. Recent first principles band calculations 23 suggested
that a long range ferromagnetic order could be established in a 5% expanded Pd lattice.
Ni(001): Two Ni(001) structures the pure bcc and transformed "bcc Ni" showed very different
properties. The magnetic moment in Fe/Ni bilayers was enhanced by both the pure bcc Ni and
lattice transformed "bcc Ni". The saturation magnetizations of both forms of bcc Ni , -5 kG,
are nearly as large as in fcc Ni. This is in agreement with the calculations by Moruzzi and
Marc us 22.
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Fig.3a The angular dependence of the FMR fields for a 9Fe/15Ni sample. The dashed and
solid lines are the calculated angular variation; the dots are resonance experimental values.
The solid line corresponds to the case where the magnetization is allowed to drag behind the
applied d.c. field. The dashed line corresponds to the case where the magnetization is assumed
to be parallel to the applied field. Fig.3b. The in-plane angular dependence of FMR linewidth
for a 6Fe/lONi sample at 36.6 GHz. The superimposed solid curve is a fit to the observed
angular variation in the FMR resonance field values.
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However it was the lattice transformed "bcc Ni" which showed truly remarkable magnetic
properties 2. The in-plane 4th order anisotropies were significantly enhanced in bilayers with
"bcc Ni", no enhancement was observed in bilayers having bcc Ni. The 4th order anisotropies
in Fe/Ni bilayers far exceeded those observed in regular 3d transition metals and their alloys.
Effective fields, 2KI/Ms, at room temperature are easily controlled by an appropriate choice of
the Fe and Ni layer thicknesses. The angular dependences of the FMR linewidth and the FMR
field in transformed bilayers show a very similar behavior, see Fig 3b Obviously both
anisotropies have a common origin. The microwave frequency dependence of Al showed a
typical linear dependence with a zero frequency offset AH(0), see eq. 3.The linear slope
corresponding to the intrinsic Gilbert damping is isotropic as it is in all 3d transition metals; it
is the AH(0) which is strongly angular dependent. As we pointed out, AH(0) is caused by
sample magnetic inhomogeneities and therefore the origin of the in-plane 4th order anisotropy
must lie in crystallographic faults generated during the Ni overlayer transformation.
The strong angular dependence of the FMR linewidth could indicate that the measured 4th
order anisotropies were of dynamic origin. However, the angular dependence of the FMR field
exhibited clear features of a lag of the direction of the saturation magnetization behind the in-
plane applied dc magnetic field, see Fig. 3a. A lag of the saturation magnetization is a clear
indication that the measured anisotropies are truly a direct consequence of a static 4th order
term. It is remarkable that crystallographic defects triggered by the lattice mismatch can create
well defined 4th order anisotropies. To our knowledge these Fe/Ni bilayers represent the first
system in which controllable 4th order anisotropies were engineered by a lattice relaxation.

The crystallographic defects have to satisfy the fourfold in-plane symmetry. If we were to
assume that these defects are described by a simple network of misfit dislocations then they
would have to be equally distributed between the I 110) directions. Large anisotropy due to
dislocation arrays might be attributed to the enhancement of the spin orbit contribution to the
3d band energies which appears with broken symmetry around crystallographic defects.
Bcc Cu(001: Fe/Cu bilayers with lattice transformed Cu(001) overlayers (d>12 ML) did not
show any enhancement of the in-plane 4th order anisotropy. Therefore the magnetic state of
the lattice transformed "bccNi" is a crucial factor in the development of large in-plane
anisotropies.

Fe/Cu/Fe trilayers showed very interesting behavior in magnetic coupling. Since the
exchange coupling through bcc Cu(001) will be described in a separate paper presented at this
School24 only the main results will be briefly listed: We found that bcc Cu(001) interlayers
9. - 12.6 ML thick couple the Fe layers antiferromagnetically. The maximum

antiferromagnetic coupling occurred at -11 ML (AAB= - 1.6 10-9 ergs- cm 1 ). The crossover
to ferromagnetic coupling appeared when the Cu(001) interlayer thickness reached -8 ML.
Lattice expanded Pd(001): The magnetic parameters of constituent Fe layers and their
exchange coupling in Fe/Pd/Fe trilayers were determined by using the full theory of exchange
coupled Fe bilayers starting from the magnetic properties of the individual Fe layers (5Fe/8Pd,
8Pd/lOFe). The final adjustment of the magnetic parameters was carried out by using a
"Minuit" least squares fitting routine. It turns out that the exchange coupling is the only
variable which is strongly dependent on the Pd(001) interlayer thickness. All other
parameters, especially 4rDMeff, are very close to their single Fe layer counterparts. However a
noticeable difference was found for some in-plane 4th order anisotropies. Results are
summarized in Table I.

FMR measurements of exchange coupled trilayers show the power of resonance techniques.
The positions of acoustic and optical peaks identify quickly the type of coupling and their
exact positions determine quantitatively the strength of the exchange coupling. In all our
Fe/Pd/Fe trilayers the optical mode occurred at a smaller field than the acoustic peak showing
that the exchange coupling is always ferromagnetic. This result is expected since Pd should be
very inclined to become ferromagnetic.The truly surprising result is that this coupling is very
weak even for Pd interlayers less than 10 ML thick. 7ML thick Pd is significantly less coupled
than an equivalent bcc Cu(001) interlayer. In fact only the 4ML thick Pd layer results in strong
coupling, no optical mode was observed, and we believe that this layer is ferromagnetic
throughout the whole Pd layer. Ferromagnetic 4ML Pd interlayer has to be ferromagnetic since
the spin polarized calculations 25 indicate that each Fe interface should carry two
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Table I. Magnetic parameters of the Fe/Pd and Pd/Fe bliayers and Fe/Pd/Fe trilayers.
For the trilayers the upper and lower values apply to the 5 and 10 ML Fe films

Sample (4 7tMs)eff 2 K1/Ms 109 AAB

(kG) (kOe) (ergs/cm)
295K 77K 295K 77K 295K 77K

5Fe/8Pd/20Au 9.40 10.71 .116 .238
8Pd/l0Fe/20Au 16.94 18.56 .171 .303

9.44 10.93 .108 .232
5Fe/l lPd/lOFe 0.19 0.13

16.73 18.30 .209 .339
9.30 10.67 .111 .235

5Fe/l0Pd/l0Fe 0.08 0.04
16.85 18.63 .219 .358
9.38 10.51 .119 .238

5Fe/6Pd/l0Fe 0.31 1.35
16.93 18.52 .192 .363
9.90 10.14 .149 .186

5Fe/5.5Pd/1OFe 0.51 1.56
16.87 18.18 .193 .329
9.97 10.92 .110 .192

5Fe/5Pd/lOFe 0.86 2.16
16.49 18.47 .243 .307

ferromagnetically ordered Pd atomic layers. One extra Pd atomic layer leads to a weak
coupling, see Fig. 4a which implies that the long range ferromagnetic order in Pd is destroyed.
However the samples having interlayer thicknesses between 5 and 6 ML exhibit very strong
temperature dependent coupling, see Fig 4b. The exchange coupling in the sample
5Fe/5Pd/lOFe shows a Curie-Weiss dependence, 1/(T+Te). A net magnetic moment in the Pd
layer would certainly increase the magnetic coupling between Fe layers since the exchange
torque increases with the moment. Therefore a Curie-Weiss like behavior of the exchange
coupling suggests very strongly that these Pd layers possess a fluctuating moment which is
partly polarized by the adjacent Fe layers.

The temperature dependence of the exchange coupling in thick Pd interlayers is weak and even
reverses its behavior. The 5Fe/ lPd/1OFe trilayer shows a decreased value of the exchange
coupling at LN2 temperatures compared with that at room temperature. Therefore thick Pd
layers (d>8ML) do not exhibit fluctuating moments and their temperature dependence
suggests that the exchange coupling is caused by small parts of the Fermi surface which are
sensitive to changing temperature.
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Fig.4a The absorption derivative vs. applied field for a 5Fe/5Pd/1OFe sample at 36.3 GHz.
The solid line represents the theory using the parameters in Table 1.
Fig.4b Exchange coefficient vs temperature for 5Fe/xPd/lOFe films (x= 5,5.5,6).
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CONCLUSIONS

We have demonstrated that a variety of interesting and well defined epitaxial structures can
be grown by MBE. The RHEED and Auger intensity studies allow one to determine structures
with an accuracy better than I ML and at the same time to identify various growth modes and
lattice transformnations. FMR is a very useful tool to determnine quantitatively all magnetic
parameters in ultrathin structures. FM4R identified the origin of enhanced 4th order
anisotropies in Fe/Ni bilayers. We can engineer samples having variable 4th order
anisotropies corresponding to room temperature effective fields in the range 0. - 2.5 kOe.
FIMR also served very well to study the exchange coupling between Fe layers separated by
non-magnetic interlayers. We have shown that later-ally expanded Pd very reluctantly
participates in the long range order. Despite the filled 3d band of bcc Cu the coupling in
Fe/Cu/Fe interlayers was found to be antiferromagnetic. The spatial range of the
antiferr6magnetic coupling in bcc Cu is even larger than that observed in bcc Cr.
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SPIN-RESOLVED PHOTOEMISSION

J. Kirschner

Inst. f. Experimentalphysik
Freie Universit~t Berlin
1000 Berlin 33 Germany

1. INTRODUCTION

Momentum-resolved photoemission has over the past decade developed
into a mature tool for the study of two-and three-dimensional electronic
states at surfaces and in thin films. Though not all complexities of the
emission process have yet been fully incorporated into the analysis of
photoemission spectra (one such problem is temperature), and though sam-
ples with complicated unit cells still pose severe problems for theory

and experiment, a number of excellent review articles1 impressively
demonstrate the present state of the art. However, the electron is
mostly treated as a charged mass only, disregarding its spin. The rich
information contained in the components of the spin polarization vector
is just starting to be fully exploited. Though a number of pioneering

spin-polarized photoemission experiments, both with magnetic2 and non-
magnetic 3 samples, had been carried out quite early, the full potential
of the technique became available with the advent of spin- and momentum-
resolved photoemission 4 in 1981. Since then, progress has been steady
but relatively slow, due to the still unsatisfactory performance of spin
polarization analyzers. Even the best analyzers today suffer from an
intensity loss by roughly three orders of magnitude. This required
specialized equipment, mostly not commercially available, and long
measurement times. No wonder, therefore, that the progress in this field
went parallel to the development of dedicated synchrotron radiation
light sources, which provide sufficient photon flux to (partly) compen-
sate for the count rate losses in the detector. For a review see ref. 5.
A new chapter was opened when the circular polarization of the photons
emitted above and below the plane of the electron orbit in a storage

range was exploited. Non-magnetic materials and, since very recently 6 ,
magnetic samples have been studied in this way. There is now consider-
able promise to circumvent the complexities of a direct spin analysis by
harnessing the spin-orbit interaction in magnetic samples.

The purpose of the present paper is to discuss the origin of spin-polar-
ized photoelectrons both from magnetic and non-magnetic samples and the
information that can be obtained from them. According to the general
topic of this book we concentrate on magnetic samples. For non-magnetic

samples and adsorbates we refer to a recent review7 . In sect. 2 we dis-
cuss in general terms the origin of polarized photoelectrons, while
sect. 3 is devoted to a case study: exchange split valence bands in Co.
The combined action of both, exchange interaction and spin-orbit inter-
action, is discussed in sect. 4, where the novel effect of Magnetic X-
ray Dichroism in Photoemission is presented.

Science and Technology of Nanostructured Magnetic Materials
Edited by G.C. Hadjipanayis and G.A. Prinz, Plenum Press. New York 1 25



2. THE ORIGIN OF SPIN-POLARIZED PHOTOELECTRONS

There are two main spin-dependent interactions in a solid: exchange
interaction and spin-orbit interaction. Both are always present in any

material, but are most easily observable in different regions of the

electronic structure. Exchange interaction is most clearly seen in the
valence band of ferromagnets or antiferromagnets, while spin-orbit

interaction is most clearly seen in the splitting of core level energies

of the heavy elements. We will see, however, that spin-orbit interaction

may also be observed in the valence band, and exchange interaction in

core levels.

The conceptually simplest case leading te emission of spin-polarized

electrons is photoemission from the valence band of an itinerant ferro-

magnet. This is shown schematically in Fig. 1.

c

Evac -hv

Ef

0k

reduced wave vector

Fig.l Schematic representation of the emission of polarized photoelec-

trons from an itinerant ferromagnet. Electrons from minority and

majority states may be analyzed outside the crystal and yield

information on the dispersion of the initial bands.

In a reduced zone scheme the absorption of a photon leads to the transi-

tion of an electron from an occupied state below the Fermi energy EF to

an empty state above EF, which looks like a vertical transition because

of the smallness of the photon momentum (which, of course, is conserved

in the transition) . If the electron energy in the final state is above
the vacuum level Ev, the electron may eventually be observed in vacuum

and analyzed with respect to its spin orientation (strictly speaking its

projection onto the magnetization quantization axis). It is important to

note that the electron spin is conserved during the transition, if small

photon energies (<<100 keV) are used. Electric dipole transitions domi-

nate magnetic dipole transitions by a factor (ho/mc
2
)
2
where h0 is the

photon energy. The point in the Brillouin zone where the transition oc-

curs is, in principle, different for majority and minority electrons

since the bands are shifted by the exchange energy A. Very often, in

particular when slowly dispersing d-bands are studied, the difference is
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small. The upper states are, in principle, also split in energy. The ex-
change splitting of the empty states plays a role for the absorption and
reflection of polarized electrons and for the polarization fine struc-
ture in secondary electron emission, as is demonstrated at another place
in this book 8 . The exchange splitting is considerably smaller than in
the d-bands, though, and its effects are relatively weak, so that we
neglect it here. The transport of the eiectrons towards the surface and
their escape into vacuum are, in principle, not independent of the spin
of the electrons. As is known from the analysis of Stoner excitations by
polarized electron scattering 9 , the probability of inelastic exchange
scattering is larger for minority electrons than for majority electrons.
Therefore, the number of majority electrons arriving at the surface is
somewhat enhanced, at the expense of the minority electrons. The trans-
mission through the surface is slightly spin-dependent since the surface
potential as seen by majority electrons is somewhat different from that
seen by minority electrons. These effects are known from spin-polarized
LEED and are of order of a few percent difference. These secondary
effects modify the spin polarization as measured outside the crystal,
but at the present level of sophistication of theory and experiment they
may be disregarded here. The essential information, i.e. the spin char-
acter of the initial bands, is preserved. Using the established tech-
niques of photoemission analysis the dispersion of the initial bands
then may be mapped out for majority and minority bands separately. From
this, essential features like the k-dependent exchange splitting or the
crossing of bands with the Fermi surface may be obtained. Also, since
the spin polarization is a vector quantity which is directly related to
the magnetization vector, the magnetization direction in a thin film or
at the surface of a bulk material may be read directly from the spin
orientation of the electrons in vacuum.

A few words, on the character of the photons to be used are in order.
The spin of the emitted electrons does , to first order, not depend on
the polarization state of the light. Therefore, the process works with
unpolarized light. Using linearly polarized light is advantageous since
by parity conservation (i.e. in the absence of spin-orbit coupling) the
space group symmetry of the initial (or final) bands may be found out.
The intensity of particular transitions then depends on whether certain
(non relativistic) dipole selection rules are fulfilled or not. The spin
polarization of the electrons remains unchanged, however. The same holds
for circularly polarized light, to the extent that spin-orbit coupling
in the electron states can be neglected. If this is not so, to second
order the intensities and the spin polarization depend on the helicity
of the light. This will be discussed below and is demonstrated in sect.
5.

Within the three-step-model which we have adopted, unpolarized or
linearly polarized light does not give rise to spin polarization as far
as the dipole operator term is concerned. However, the transmission step
T may in this case also lead to polarized electrons in vacuum. In fact,
in the first momentum- and spin-resolved photoemission experiment4 un-
polarized light and a W crystal were used. The photoelectron polariza-
tion in this case is due to spin-dependent matching of the electron
wavefunctions at the W surface. These effects obey certain spatial and
time reversal symmetries 4 ,1 0 , 1 1 and can be suppressed by a suitable
selection of the experimental parameters. We are interested here only in
the 'matrix element' part of the photocurrent expression and we show
that circularly polarized light leads to polarized electron emission:

j(Ef,k, Q) = I<ffopli>1 2 - D(Ef,k,O) - T(Ef,k,Q)

We assume two spin-orbit split initial bands r7 and r8 at the r point, a
free-electron-like final band r 6 , and circularly polarized light (see
Fig. 2). The initial states are all occupied by at least two electrons,
in contrast to a ferromagnet where in general each band is occupied by
one electron only. In spite of this, we observe experimentally poaarized

27



Sl /2 mj -1/2 mi =+1/2

Eg

3 2\C 1
i \ \

~TMz =- 3/ 2  mj=-1/2 MJ+1/2\\ Mj . 3/2

r/2 mj =-1/2 rnj =+1/2

O) b)

Fig.2 A section of a diamond-type bandstructure around the r point with
spin-orbit split r8 and r7 bands (which is that of GaAs with a
band gap of 1.52ev) . The F8 level is 4 fold, the F7 level two-
fold spin degenerate. The right hand side indicates the transi-
tion with right hand circularly polarized light (O+ ) correspond-
ing to the dipole selection rules Al = -1, Amj = - 1 in full
lines, those for a-light in dashed lines. The numbers in circles
give the relative strengths of the corresponding matrix elements.

photoelectrons. In the case shown, we observe 'up' electrons from the

lower band 17 and 'down' electrons from the upper band F8 for Y+ light.
If we reserve the light helicity, the spins also reverse. This means,
that by circularly polarized light from the two spin states in each band
one particular state is preferentially excited. The spin orientation is
related to the photon spin orientation-therefrom the name 'optical
orientation'3' 1 2 . The intensities for both light helicities are exactly
the same, but the analysis of the spin states provides a clue to the
symmetry of the wavefunctions involved. This effect is of fundamental
interest in itself, but also has important applications. For example,
the well-known source of spin-polarized electrons using GaAs or its
ternary compounds uses this effect. In fact, our diagram refers pre-
cisely to this case. As may be seen from the right hand side of Fig. 2,
transitions from F7 lead to completely positively polarized electrons,
while those from F8 only to -50% polarization since two transitions with
Amj = -1 compete. Since the transition matrix elements are different
with the ratio 3:1 the transition mj = -3/2 -4 mj = -1/2 dominates. In
the case of GaAs no momentum analysis of the photoelectrons is necessary
if the photon energy matches exactly the band gap of 1.52eV. In general,
different transitions in the Brillouin zone with different final state
spin polarizations tend to null the total yield polarizatio,. Using
momentum analysis, on the other hand, some very detailed results on the
double group symmetry properties, i.e. the spin-orbit coupling in
valence bands have been obtained 13 - 1 5 . We mention, that photoemission
from GaAs also allowed to observe clearly the action of the transport
term D on the electron spin. Due to spin-dependent elastic transport
properties along certain directions an orientation of the spin polariza-

tion vector along certain crystallographic directions was observed 1 6 .
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We will resume this discussion in sect. 4 in the context of Magnetic X-
ray Dichroism in photoemission, where we will encounter a similar level
diagram at energies higher by about two orders of magnitude and for a
ferromagnetic material.

3. SPIN-RESOLVED ELECTRONIC STRUCTURE OF ULTRATHIN LAYERS: fct Co ON
Cu(100)

In this section we present a case study of spin-polarized photo-
emission applied to a ferromagnetic thin film system. The system
Co/Cu(100) has been extensively studied and is one of the best known
systems to date 1 5 , 17 . Its growth has been characterized by thermal atom
scattering and by medium energy electron diffraction (MEED) and Auger
spectroscopy simultaneously during growth. The Cu(100) substrate had
been characterized by Scanning Tunneling Microscopy. Large, atomically
flat terraces of several hundred nm extension have been found, separated
by coalesced step bands of 10 to 20 atomic layers. On these terraces Co
grows in the Frank-v.d.Merwe mode, i.e. layer-by-layer at room tempera-
ture up to about 450K (above 500K interdiffusion sets in). The Co layer
structure is tetragonally distorted face-centred-cubic (fct) . The in-
plane lattice constant is expanded by 2% relative to fcc Co, while the
layer distances perpendicular to the surface are reduced. For a 5 mono-
layer thick film the average tetragonal compression is about 5%. This
has been determined from comparing LEED I-V curves for clean Cu to those
from Cu with Co overlayers. Magnetically these films should behave like
a two-dimensional system since they are much thinner than the character-
istic exchange length. In fact, the ordering temperature Tc was found to
depend strongly on the film thickness and to be much smaller than in the
bulk. The critical exponent P was found to be substantially smaller than
in bulk Co. Therefore, it is of interest to see whether the electronic
structure is essentially two-dimensional also, and from what thickness
on three-dimensional dispersion may be observed. This system js also of
general interest, since the spin-resolved electronic bandstructure of
fcc Co was experimentally not known. The reason is that the fcc modifi-
cation does not exist under ambient conditions but only above about
700K. Photoemission studies with fcc single crystals are therefore
hardly possible.

A sample of the experimental photoemission spectra is shown in Fig. 3
for 5ML at three photon energies. The photon incidence is perpendicular
to the surface and the electron take-off is along the surface normal.
The full lines on the left hand side of Fig. 3 denote the conventional,
spin-averaged, intensity spectra. There are essentially two peaks, one
close to the Fermi energy, the other at about -3eV binding energy. The
former is due to the emission from the Co d-bands, while the latter
stems partly from the d-bands of the Cu substrate and partly also from
the Co layer. The distinction between these contributions has been made
by utilizing circularly polarized light and analysing the components of
the spin polarization vector. The electrons from the substrate have
their polarization parallel or antiparallel to the surface normal, due
to the optical orientation process. They are distinguished from the
electrons from the Co layer by the polarization of the latter being
along the surface plane. This proves that the Co layer is magnetized in
the plane and also demonstrates how the two contributions can be distin-
guished in an elegant way by exploiting spin-orbit effects in the Cu
bandstructure.

The Co-derived peak near EF seems to be independent of the photon
energy, while the broadening at 24eV must to a good part attributed to a
decreased resolution of the monochromator. Photoemission peaks near the
Fermi energy which do not disperse with photon energy are often
attributed to surface states. Since a surface state, being a two-dimen-
sional state, is characterized by a wave vector k1i parallel to the sur-
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face, its energy is independent of the wave vector component kj along
the surface normal. Since this component only is changed in normal emis-
sion when changing the photon energy, a surface state emits electrons at
all photon energies at the same energetic position relative to EF. At
first glance the experimental results therefore seem to indicate a two-
dimensional electronic structure of the Co film, apparently in line with
its two-dimensional magnetic behaviour.

5 ML fcc- Co/Cu (100)

4f4f4 44#4.
.2

0
hv 16eV

-.2
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% 0
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4# -.2
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Fig.3 Total intensity spectra (full lines, left hand side) and polar-
ization distribution curves (right hand side) from the system 5ML
Co/Cu(100) as a function of binding energy with the photon energy
as a parameter. The partial intensities (i.e. the total intensity
decomposed into contributions from majority electrons (dashed)
and minority electrons (dotted)) are shown on the left hand side.
They indicate the contributions from Co (near EF) and from Cu
(around -3ev).

This picture changes drastically, however, if the spin polarization is
taken into account. The right hand side of Fig. 3 shows the polarization
distributions as a function of binding energy for the polarization.i com-
ponent parallel to the surface plane. Here one sees clearly that the
polarization features disperse with the photon energy. The majority peak
moves to higher binding energies while a minority peak moves towards and
below the Fermi energy. This result shows definitely that the spin-split
electronic states disperse with kL, i.e. that there is three-dimensional
dispersion in a film with only 5 Monolayers. The intensity spectra can
now be explained by decomposing them into two components, the one due to
electrons of majority character (dashed), the other one due to minority
electrons (dotted). This is strictly allowed only in the Co-region where
there are no electrons with other spin orientations. In the Cu-region
this decomposition is incorrect, but the non-equality of dashed and
dotted curves shows that there are Co states also in this region (e.g.
at -2.4eV for hv = 16eV). The total polarization vector is oblique in
this energy range. The partial intensities in the Co region show that
the apparent intensitivity of the spin-averaged intensity with respect
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to the photon energy is accidental and does not indicate the presence of
a surface state. The peak changes its spin character from predominantly
majority-type at hv = 16eV to predominantly minority type at hv = 24eV.
This result could not have been obtained by conventional means and it
demonstrates nicely the large amount of additional information contained
in the spin polarization vector.

Since we know now that there is three-dimensional dizper.ion in a 5ML
film, the question azises over what thickness range the transition from
2D to 3D states of Co occurs. We found the following: even 2ML show al-
ready some 3D dispersion; for 3ML the dispersion is already close to
that for 5ML, and at 5ML it is practically indistinguishable from that
of 8 or 10ML which is considered bulk material. Therefore we compare our

dispersion data for 5ML to a band structure calculation1 8 for fcc Co at
its bulk lattice constant in Fig. 4. The minority and majority bands

(dotted and dashed, respectively) may change from one into the other at
hybridization points due to spin-orbit coupling which is fully taken
into account in this calculation. The experimental data points are given

fcc-CobaltI
magnetization /I A

'IP
1 ,

E -2

-4 l ,

F ~ A x

wave vector k,

Fig.4 Comparison of experimental spin-resolved dispersion of bands from
a 5ML thick film of fct Co on Cu(100) with a fully relativistic
bandstructure calculation for fcc Co.

in full (majority) or open (minority) symbols. The circles have been ob-
tained at normal incidence of the light, the squares at oblique inci-
dence, both at normal electron emission. This serves to distinguish dif-
ferent (single group) symmetries of the initial bands. The final states
have been assumed to be represented by free-electron-like parabolae
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fitted to the calculated empty band states. We note quite good agreement
of experiment and theory with respect to the spin character, the single
group symmetries, and the energy eigenvalues. The exchange splitting is
somewhat smaller in the experiment, and we find a systematic deviation
in the topmost minority bands just below EF. The experimental dispersion

is seen to be somewhat weaker than in theory and the crossing with the
Fermi surface -c- urs somewhat closer to the X point. At this point we
recall that the experiments have been carried out on tetragonally dis-
torted fcc Co, while the theory assumed a strictly cubic crystal. It was

checked18 , that the slight expansion in the plane by 2% does not bring
about such changes. We speculate that the stronger compression along
[1001 might move the topmost bands somewhat below EF. This will have to

be studied by band structure calculations allowing for non-cubic unit
cells.

We close this section with the remark, that this direct comparison of
spin-resolved experimental bands with spin-polarized fully relativistic
band structure calculations is the first of its kind. We found it quite
surprising that even in ultrathin films, only a few monolayers thick, a
three-dimensional dispersion of the electronic states develops which is
very close to that of the bulk. While this observation has also been
made on a few paramagnetic systems by now, we find it remarkable that a
ferromagnetic layer with an exchange-split bandstructure shows the same
behaviour, in spite of its magnetic properties being largely character-
istic of a 2D system.

4. MAGNETIC X-RAY DICHROISM IN PHOTOEMISSION

In the preceeding section we made use of circularly polarized light
to distinguish contributions from the paramagnetic substrate, leading to
polarized electron emission via spin-orbit coupling in the valence band,
and a ferromagnetic overlayer with spin-split states due to exchange
interaction. In this section we will discuss an effect of the combined
action of exchange and spin-orbit interaction. It will be shown that
spin-dependent effects may give rise to characteristic intensity changes
in photoemission if the relative alignment of photon spin and electron
spin in the sample is changed.

Consider the following experimentl 9 : An Fe(ll0) crystal is irradiated by
circularly polarized photons from the BESSY storage ring in the energy
range 800 to 900ev at oblique incidence (-10* with respect to the sample
surface). The sample is in a single domain state, magnetized in the sur-
face plane, parallel or antiparallel to the photon spin, i.e. along the
direction of the light beam. Photoelectrons are collected by an analyzer
with a transport lens at an angle of 550 relative to the surface normal,
with an estimated collection angle of 7° . The resulting photoelectron
spectrum averaged over the magnetization directions is shown in Fig. 5a,
upper curve. It shows the well-known spin-orbit split 2pl/2 and 2 P3/2
lines of Fe. The new observation is that the intensity depends on
whether photon spin and electron spin are parallel or antiparallel. The
resulting asymmetry function is shown in Fig. 5b, showing a large
plus/minus feature and a smaller minus/plus structure. Translating this
back into the partial intensities according to the two electron spin
orientations yields the insert curves in Fig. 5a. These show clearly
that each line is split into two lines with a separation of 0.3ev ±
0.2eV and 0.5eV ± 0.2ev for 2 pi/2 and 2 P3/2, respectively. It was con-
firmed that the sign of the asymmetry function reverses, if the photon
helicity is revr -d, which also proves that the effect is not due to
magnetic stray .ields related to the sample magnetization reversal.
This effect is not to be confused with dichroism in X-ray absorption2 0 ,
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which is interpreted as being due to the spin-dependence of the empty
density of states above the Fermi level. In our case the photon energy
is about 100eV higher than the electron binding energy. The excited pho-
toelectrons can therefore safely be assumed to be in free-electron like
final states. The spin-dependent excitation probability must be due to
exchange splitting of the core level states, since it evidently depends
on the orientation of the majority-type d-electrons in the filled part
of the valence band. For better understanding we refer to the level dia-
gram of Fig. 3, there used for explaining the origin of polarized elec-
trons from GaAs. Since we now consider atomic levels the notations Pl/2,

P3/2 are valid. The same physical processes as there now occur at photon
energies of roughly 800eV and a spin-orbit splitting of -13eV. If we

shine in positive helicity photons (G+ ) we will excite selectively up
spin electrons from the Pl/2 level and predominantly down spin electrons
(50% polarization) from the P3/2 level. As stated above, the intensities
are exactly the same for the opposite light helicity, i.e. no asymmetry
will be found. If the valence band of the material contains aligned
electron spins, such as in ferromagnetic iron, the core levels may also
become split in energy by exchange interaction with the d-electrons.
Since we experimentally observe the excited state of the atom only, one
may assume that the photohole couples to the valence band. However, be-
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Fig.5 The Effect of Magnetic X-ray Dichroism in Photoemission
a) top curve: photoemission intensity distribution in the vicin-

ity of the spin-orbit split 2 p core levels of Fe, averaged
over the two magnetization states of the sample, parallel or
antiparallel to the circularly polarized photon beam. The
insert shows on an enlarged scale with zero suppression the
partial intensities for the two magnetization states sepa-
rately. Note the splitting of the peaks, indicating the ex-
change splitting of the core levels.

b) Asymmetry function of the difference of the partial intensi-
ties divided by their sum. Note the opposite behaviour of
plus/minus features for 2pl/2 and 2P3/2.
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cause of the existence of hyperfine fields which are due to an inhomo-
geneous spin density of the core electrons, one may assume an exchange

splitting in the ground state already. This case has been treated by
Ebert2 1 recently, who calculated hyperfine fields and core level splitt-
ings in Fe. This modifies the level diagram of Fig. 3 in the following
way: the degeneracy of the mj sublevels of the P1/2 level is lifted:
mj = - 1/2 is shifted up (minority state) while mj = + 1/2 is shifted
down. The degeneracy of the four P3/2 sublevels is also lifted - each
sublevel now has its own energy. Only the mj = - 3/2 and the mj = + 3/2
states are pure spin states, while the two fmjI = 1/2 states are of
mixed spin character (= 0). If we now apply positive helicity photons and
align them with the majority spins of the sample, we again excite
selectively 'up' (= majority) - electrons from P1/2, but since their
binding energy is now somewhat greater, they appear at a smaller kinetic
energy. Likewise, we excite preferentially 'down' (= minority) -
electrons from the P3/2 level which appear at a somewhat higher kinetic
energy. Conversely, when using negative helicity light (or equivalently,
if we reverse the sample magnetization) electrons from the other
corresponding exchange-split levels will be excited. Therefore, when
forming the asymmetry function now, it will not be zero but rather show
qualitatively what we observe experimentally. From our arguments on the
degree of spin polarization in the P1/2 level being higher than in the

P3/2 level we should expect a larger asymmetry on the 2 pi/2 line. One
has to take into account that this line is of weaker intensity and, in
addition, rides on a larger background than the 2 P3/2 line. These two
effects reverse the relative magnitudes of the two asymmetry features.

We note that for the first time the existence of an exchange splitting
and its magnitude in the 2p core levels of iron has been demionstrated.
It will be interesting to extend these observations to the 3s and 3p
levels, to see whether the magnitude of the exchange splitting, and with
it that of the coupling to the valence band changes. Also, it remains to
be studied, whether the excited state or the ground state is predomi-
nantly observed. This will also contribute to a better understanding of
dichroitic effects in photon absorption.

We wish to emphasize that this effect of magnetic dichroism, i.e. emis-
sion intensities which depend on the magnetization orientation of the
sample, is due to the combined action of spin-orbit and exchange inter-
action. Each of them separately leads to emission of polarized elec-
trons, but only their combination leads to intensity asymmetries. From
the experimental point of view this is of great advantage, since the
technique promises to make an explicit spin analysis obsolete in many
cases. This would represent a gain of about two orders of magnitude in
count rate, since one gains three orders by not using a spin analyzer,
but looses roughly one order of magnitude by going off-plane of the
storage ring. This loss could even be compensated by multichannel detec-
tion at the electron spectrometer exit. Thus, one may envisage magnetic
analyses to be carried out with about the same ease as in present day
standard XPS work.

The technique is element specific and provides information about the lo-
cal magnetic order. For example one may in a ferrimagnet analyse two
magnetic sublattices separately. The technique is also surface sensi-
tive, which makes it ideally suited for studies of magnetism at sur-
faces, interfaces and in thin films. For example one may study induced
magnetic moments in nonmagnetic materials in intimate contact with a
ferromagnet. One may even envisage to study the sublattice magnetiza-
tions in binary antiferromagnets. What is needed is to produce a one-
domain region of the size of the illuminating photon beam aligned with
respect to the photon spin. This can e.g. be accomplished by heating the
sample above the Ne~l temperature and cool it in a magnetic field. It
seems that the full potential of Magnetic Dichroism in Photoemission has
yet to be explored.
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Initiated by the need for improved magnetic recording media, recently

the ferromagnetism of low-dimensional systems has received wide interest. A
layered system may be realized by epitaxially growing films of a ferromag-
netic material on top of a suitable non-magnetic substrate. The magnetism

of these systems, however, is strongly determined by the electronic struc-
ture of the films which in turn depends on their crystalline structure. The
knowledge of this correlation is of major importance in the understanding
of the magnetic properties of ultrathin films (being a necessary basis for
successful technological application). The task to characterize the crys-
talline and electronic structure may be accomplished by a combination of in
situ LEED and angle-resolved photoemission (ARUPS) experiments. Ambiguities
in the classification of majority and minority spin states in a ferromagnet
(being immanent to the conventional spin-integrated ARUPS method) can only
be avoided by including a spin-polarization analysis of the photoelectrons.
The present contribution outlines exemplarily the interplay of crystalline
and electronic structure in the model system fcc-Cobalt on Cu(100) by means
of the approach sketched above.

RESULTS AND CONCLUSIONS

The structure of cobalt single crystals under ambient conditions is
hcp. A fcc phase occurs only at temperatures in excess of 750 K. Therefore,
despite the structural studies having been performed almost no results
about the electronic states of the fcc modification are available up to
now. Gonzalez et all have shown, however, that fcc-Co thin films may be
stabilized on top of a Cu(100) lattice. This provides a way to investigate
the properties of the fcc phase at or even below room temperature. Our co-
balt films have been epitaxially grown on top of atomically flat and well-
ordered Cu(100) surfaces (see ref. 2 for details of sample preparation). To
ensure a reliable calibration of the film thickness and a thorough charac-
terization of the growth process, each overlayer has been prepared under
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control of medium energy electron diffraction (MEED)2 . The sample clean-
liness has been checked by Auger Electron Spectroscopy (AES). A simulta-
neous MEED/AES approach2 confirmed the growth to proceed in a layer-by-
layer fashion as already reported earlierI .

The intensity vs. kinetic energy (I(E)) curves have been obtained by
means of rear-view LEED optics, the diffraction pattern being imaged with a
TV camera system. An image processing unit is employed to record the inten-
sity within defined screen areas covering the various diffraction spots
("windows"). The position of each window is continuously readjusted to
trace the individual diffraction spots during a scan of the primary elec-
tron energy E. After the in situ LEED investigations the sample may be
placed in front of the electron spectrometer to analyze its electronic
structure. The spin- and angle-resolved photoemission experiments referred
to below have been performed in normal emission and normal incidence geo-
metry using circularly polarized synchrotron radiation at the storage ring
BESSY. The experimental set-up and the photoelectron spectrometer have been
described in considerable detail elsewhere3 . Subsequent to the energy anal-
ysis the photoelectrons are analyzed with respect to their spin-polari-
zation vector by means of a LEED spin detector4 .

Fcc-Co films as prepared above are found to be ferromagnetic with an
in-plane remanent magnetization. A surprising feature of this system is the
striking thickness dependence of the Curie temperature, causing films of
less than 2ML to be paramagnetic at room temperature2 . Earlier investiga-
tions revealed a three-dimensional initial state band dispersion already in
films as thin as 5ML3 . The spin-resolved electronic structure of these
films agrees well with recent calculations for bulk fcc cobalt5 .

RESULTS AND CONCLUSIONS

The LEED patterns obtained from the Co overlayers (up to 10ML thick-
ness) appear essentially identical to those from the clean Cu(100) surface

with respect to the geometrical arrangement of the diffraction spots. In

particular, no indication of any superstructure (e.g. a c(2 x 2) reported
on earlier) could be found in the absence of carbon contamination. This

indicates that Co adapts the lateral lattice parameter of the Cu substrate

(a=3.61A), a situation which causes a slight biaxial expansion compared to
the equilibrium lattice constant of bulk fcc-Co (a=3.55A). To account for
this lateral expansion one would expect the Co lattice to be vertically
compressed (assuming a constant volume of the unit cell). This effect may
be indeed concluded from Fig. 1, comparing the I(E) curves of the (00) spe-
cular beam for clean copper (the sample has been rotated off the normal in-
cidence condition by - 2o in order to reflect the (00) beam on the fluo-
rescent screen). Obviously the prominent diffraction peaks shift to higher
kinetic energies with increased cobalt coverage. Measurements of the (10)
and (11) beams show a behaviour essentially alike. This shift is predomi-
nantly caused by a change of the vertical lattice constant and can be
translated into an average contraction of about 5%. A similar value may be
extracted from a recent LEED study on thicker films (- 8ML) 6 . These experi-
mental results suggest the unit cell of the fcc-Co films to be tetragonally
compressed.

One may raise the question whether the tetragonal distortion will in-
fluence the electronic structure to be observed in the photoemission exper-
iment. Some deviations of the above mentioned band mapping results 6 from
the band structure calculations for fcc-Co (i.e. the energetic position of

38



(00) beam

=3 2 ML fcc-Co
on Cu (100)

.6 (00) beam

C:

on(0 Cu(10

100 200 300 400
kin, energy (eV)

Fig.l. Intensity vs. kinetic energy curves of the LEED (00) specular beam
obtained for clean Cu(100) and two fcc-Co films of different thick-
nesses (2 and 5 monolayers, respectively).

the A5 band) might indeed be interpreted that way. To clarify this point,
we recorded thickness dependent spin-resolved normal emission spectra at
fixed photon energy, the coverage varying between 2 and 8ML. The results
obtained for the two extreme coverages are shown in Fig. 2. The experimen-
tal geometry (normally incident light) selects only band symmetries of the
types A5 . The maximum spin-polarization at about -0.5ev binding energy is
attributed to transitions from the A5 band, whereas the small minority con-
tribution at the Fermi level originates from an initial state of A5 symme-

try. The direct comparison of the spectra reveals a distinct shift of the
minority contribution towards higher binding energies in the 2ML film, with
the majority feature remaining essentially unaffected. This behaviour is
found to be compatible with a recent model calculation for simple tetrago-
nal iron 7 . There, upon expanding the c-axis along A a d-like band moves up-
wards across the fermi level. Conversely, if we assume a similar behaviour
for a fct-lattice, we would expect the d-band (in this case the A5 band) to
move downwards upon compression. A very similar mechanism has been predic-
ted in photocurrent calculations for fct-copper just recently 8 .

The above results from LEED and spin-polarized ARUPS clearly indicate
the impact of the crystalline structure on the electronic states in these
ultrathin films. This correlation may have important consequences for the
magnetism, in particular magnetic anisotropies. It should be recalled that
anisotropies depend very sensitively on details of the electronic struc-
ture. Small shifts in the energetic position of the spin-split bands in the
vicinity of the Fermi level could thus lead to strong changes in the aniso-
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Fig.2. Spin- and angle-resolved photoemission from fcc-Co films on Cu(100)
at hv=15eV photon energy. Energy distribution curve (left column)
and corresponding spin-polarization along the remanent sample magne-
tization (right column). Positive (negative) values of the spin-
polarization correspond to majority (minority) spin states.

tropy. This effect might explain findings like the flip in the easy axis of
magnetization as a function of coverage in Fe/Ag(100) 9 . The characteriza-
tion of the correlations between crystalline and electronic structure cer-
tainly represents a step towards a deeper understanding of the mechanisms
which determine the magnetic behaviour observed in ultrathin layered sys-
tems.
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Hybrid Ferromagnetic/Semiconductor Structures§
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Abstract

Ultrahigh vacuum growth techniques are now being employed to grow
single crystal films of magnetic materials. This growth, carried out in
the same molecular beam epitaxy systems commonly used for the
growth of semiconductor films, has yielded a variety of new materials
and structures which may prove useful for integrated electronics and
integrated optical device applications. Examples are given for growth
on GaAs and ZnSe, including magnetic sandwiches and patterned
structures.

The past three decades have witnessed the rapid advance of solid state
electronics, first in replacing discrete elements and finally in integrating
many circuit elements onto one semiconductor chip. Schottky barrier
diodes replaced rectifier tubes, and various manifestations of the three-
terminal transitor replaced the vacuum triode used for signal
modulation or amplification. Resistive and capacitive circuit elements
were also readily transferred to the new integrated circuit technology.
The only fundamental discrete circuit elements which have been left
behind in this revolution are elements involving magnetic materials. In
fact, in all of the dramatic advances made in electronic materials
processing over the past decade, very little work has been devoted to
magnetic materials in order to incorporate them into planar integrated
electronic (or photonic) circuitry. This is unfortunate, because there are
several tasks for which magnetic materials are irreplaceable and these
remain unaddressed in modern integrated electronics. In addition,
there are potential applications which have no analog in vacuum
electronics, but which remain unrealized awaiting the development of
appropriate materials and processing procedures. In this article it will
be shown that ferromagnetic metals can now be prepared in thin-film
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form compatible with semiconductor device fabrication and that their

properties can be exploited for various applications.

Growth of Epitaxial Films

The ferromagnetic metal/semiconductor system which has been
the most thoroughly studied is iron/gallium arsenide, although iron/zinc
selenide now also has a large body of data. Both compound
semiconductors have the zincblende structure, which is composed of
two nested face-centered-cubic structures, one for each of the
constituents. The (unreconstructed) (001 ) face of the zincblende
structure is illustrated in Figure I a as viewed in the [001] direction
The projection of the unit cell face is illustrated by the dashed line, with
the cubic lattice constant, ao, given for both compounds. The sizes of the
atoms reflect their ionic radii given on the drawing. Also indicated are
the high symmetry axes in the plane. The reason that these zincblende
surfaces support the epitaxial growth of single crystal iron films is that
the unit cell is almost exactly twice that of body centered cubic a-Fe,
the low temperature ferromagnetic phase, as shown in Figure 1 b. In
fact, if one pictures an As or Se terminated (001 ) surface, the Fe atoms
will occupy the vacant cation sites as well as sites of similar symmetry
half-way between any two anion sites along a <1 00> direction in the
(001 ) plane. A pseudomorphic epilayer of Fe arranged like this is under
1 .3% compression on GaAs and 1.0% compression on ZnSe. Because of
the factor of two relationship between the two unit cells, oriented
parallel epitaxy is obtained, as follows,

(001)FeII (001 )zb [I 0 0 |Fe1 [100]zb (1)

(110)Fe 11(110) zb[0011 Fe [0011zb

and so on, for all faces in spite of the fact that the substrate is fcc and
the overlayer is bcc. The strain is ultimately relieved by misfit
dislocations, however these are not necessarily generated in the
overlayer. bcc-Fe is such a stiff structure and so tightly bonded to
GaAs, it has been observed in cross-sectional TEM photographs that
dislocations are actually generated at the interface and penetrate into
the GaAs substrate (1). The tight bonding is readily observed if one
cleaves a GaAs substrate covered with a thick (-I 4im) Fe film. The film
maintains its integrity and any attempt to tear it apart at the cleave
results in its being peeled off the substrate, tearing small crystallites of
GaAs out of the substrate in the process. This bonding is understood
from photoemission studies which show the formation of FeAs at the
interface, which has a greater heat of formation than GaAs itself. In
fact, on the ( 10) surface of GaAs, which is stoichiometrically balanced,
an Fe overlayer actually displaces the surface Ga layers to form FeAs,
leaving free Ga metal (2). It is interesting to compare the growth of Fe
on the III-V GaAs with that on I-VI ZnSe. Although both substrates
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Fig I . (a) Unreconstructed (001 ) surface of zincblende structure
terminated in cation layer. (b) Unreconstructed (001) surface of bcc cx-
Fe.
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have zincblende structures and are closely latticed matched to a-Fe, I I -
VI compounds are much more ionic and less reactive with Fe.
Consequently, photoemission studies show no evidence of Zn-Fe
interchange at the interface. Recent Auger diffraction studies also show
that while Fe exhibits island-like three dimensional growth at 1 750C for
low coverages on GaAs, the initial growth on ZnSe at this temperature
proceeds as layer-by-layer two-dimensional growth (3). This growth
temperature was found to be optimum for Fe/GaAs in terms of the
narrowest electron diffraction linewidth. It also correlated well with
the optimum magnetic properties such as narrow ferromagnetic
resonance linewidth (see discussion below). At lower growth
temperatures there is insufficient energy to anneal the metal surface
during growth resulting in increased step density. Higher temperatures
encourage interdiffusion at the Fe/GaAs interface. There is evidence of
As leaving the interfacial region and penetrating into the Fe lattice 1 OA
to 20 A from the Fe/GaAs boundary ( I ), while there is no such evidence
for Se near the Fe/ZnSe boundary (2). These details of the structure,
composition and chemistry near the interface significantly affect the
magnetic properties of films several hundred angstroms thick. For
certain high frequency resonance modes they also dramatically alter the
electromagnetic boundary conditions at the interface and change the
coercive fields (the applied magnetic field necessary to reverse the
magnetization). These issues affect various applications of the
ferromagnetic films as discussed below.

Magnetostatic Fields

It is well known that magnetic fields applied to semiconducting
materials can produce significant changes in the electrical and optical
properties. Indeed this is one of the most powerful techniques to probe
the electronic structure of semiconductors. These properties change
either because the field shifts the energy of electronic levels or acts
directly on the carriers in the material. However, even though magnetic
fields are widely used for studying semiconductors, they are seldom
employed in applications because of the difficulty of generating large
magnetic fields in device configurations. For example, consider the field
one can generate by simply providing a current carrying conductor
lithographically overlaid in close proximity to some device element. A
simple calculation shows that a one dimensional conductor carrying 1
milliampere will generate approximately 2 0e at a point 1 gm away
from the conductor axis. This field is too small to be useful, and the
significantly higher power levels for larger current would be
prohibitive.

However, consider the situation illustrated in Fig. 2. Here we have
a ferromagnetic film in which a small gap has been cut. If the
magnetization in the film is uniform as indicated, the magnetic poles at
the interface will give rise to a magneto-static field H = (X(41cM) where
wsI, Two locations are considered: A in the gap; B in the fringing field
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Fig. 2. Magnetic flux generated at gap in ferromagnetic film.

region. If we assume the gap width equals the film thickness (g=h),
then at A, a = 0.1. At B (a distance 2h below the film's bottom surface)
a - 0.02. For Fe, 4itM = 21,500 Oe, which gives H = 2 k0e at A and H_
400 0e at B. These are now fields which may be useful for some
purposes and they are obtained without any dissipative power input
into the system. Furthermore, they are fields which are easily
manipulated. Fig. 3 shows a hysteresis loop (M vs H) for an epitaxial Fe
film grown on ZnSe. As one can see, the coercive field (He) is less than 4
Ge. Fields this size are readily obtainable from a current carrying
overlay line, so one is in a position to rotate or reverse a field of, say,
2kOe from a I tm thick film, in a 1 jim gap by the application of 4 0e.

2.0 I I

-1.0_ ) -zs

C)e

E

E

Z
0 - 74 0e

N

Hwi Fe(100)
0Z Hfl[OO1J

-1.0Fe: ZnSe

-2.0 
L-40 -20 0 20 40

Happlied (Oe)

Fig 3 M vs. H hysteresis curve for 200 A Fe film on ZnSe (100).(8)
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Fig. 4. Thin-film magnetic picture-frame memory element with
integrated read-out.

It is this multiplication of 102 to 103 which encourages one to consider
device structures which include magnetic fields to affect performance.

An example of such a proposed device is shown in Fig. 4. It is a
magnetic memory element which is a thin-film analog of a ferrite core.
The element is formed by first depositing an epitaxial magnetic film on
a semiconductor substrate, such as Fe on GaAs. Most of the film is
lithographically removed except for the square "picture frame"
structure shown, which is oriented to have its legs parallel to the [1 001
axes. These are the magnetically "easy" axes. This structure has only
two stable magnetic orientations: It may be magnetized either
clockwise (as shown) or counter-clockwise. These two states represent
either a '0' or 'I' bit, respectively. In order to read which bit is set, a
small gap is opened in the magnetic circuit as shown and a material is
deposited within the gap which exhibits a large Hall effect. By
maintaining a current through the Hall bar, a voltage is generated
between its upper and lower surface, whose polarity reveals the
magnetic state of the magnetic circuit. Finally, if the GaAs substrate
was prepared, before the deposition of the magnetic and Hall elements,
with a source, drain, and channel which lie beneath the Hall bar, then
the charge generated on the lower face of the Hall bar can be utilized to
bias the FET channel beneath it. Thus in a single compact unit, one has
a non-volatile memory element with semiconductor readout. Since the
magnetic properties are independent of size down to elements of =1 02A
in dimension, the limits of scaling are set by the semiconductor
components. Furthermore, since one feature of the picture frame design
is that it generates no external magnetic fringing fields, elements can be
packed very densely without fear of cross-talk between them. Of
course, to complete the device, one must provide overlayer current lines
which can carry current pulses of appropriate polarity to reverse the
stored bit, but these have not been shown on the figure.
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A second device configuration which exploits magneto-static fields
is illustrated in Fig. 5. This is also a closed magnetic circuit concept,
however it achieves this, not through lithography, but by forming a
sandwich structure. This structure may actually possess four stable
magnetic states if it is properly constructed. Two of them are shown in

. -" . .. .(a)

M

Fe (110O)
HII[1OOI (c)

-200 -100- 100 200
~H(Oe)

Fig. 5. Magnetic sandwich structure in (a) aligned configuration, and (b)
anti-aligned configuration. (c) M vs. H hysteresis curve for magnetic
sandwich structure.( 4 )
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Fig. 5a and 5b. In the former, the two layers are aligned so that the
structure possesses a net magnetic moment while in the latter they are
antialigned, forming a closed circuit with no external moment. The
other two states are obtained simply by reversing all of the moments in
both figures. This structure has actually been fabricated and the
hysteresis loop is shown in Fig. 5c (4). Note that there are four stable
states in zero applied field, not simply the two saturated states shown.
The M=O states are also stable. If one reaches an M=O condition on the
loop and then reduces H-40, the system will remain at M=O in a
remnant state. One might expect from just considering the energy
arising from the magneto-static poles at the edges of the films, that only
the two M=O states would be stable. In the absence of magnetic
anisotropy that would be true. However the two films possess different
anisotropies because they do not have identical interfaces. One Fe film
is grown on GaAs, the other is grown on Ag. This can give rise to
different strain or structural anisotropies, which in turn can cause the
films to have different coercive fields Hc. The observed behavior in the
hysteresis loop simply arises from the fact that the films reverse at
different applied fields and this effect overwhelms the magneto-static
energy contribution. The value of these coercive fields at which
switching occurs may be altered by changing the film thickness and
growth conditions. In the absence of anisotropy, the only remaining
energy would be the magneto-static contribution (assuming that there
is no coupling through the intervening Ag film). In that case, there
would be only two stable states, as with the picture frame, with M=0.
Such a structure is in fact utilized in a thin film magnetic memory
element recently reported (5). The bits are set by current pulses, but
the readout is via the magneto-resistance of the films themselves. The
magnetic material in this memory device is permalloy and the power
requirements are sufficiently low to permit packing densities of 1 08
elements /cm 2 driven by standard CMOS (complementary metal oxide
semiconductor) circuitry. Finally, it should be pointed out that while
ferromagnetic coupling through the intervening layer could prevent the
M=O state from being formed, an antiferromagnetic coupling would
stabilize it. This has also been recently observed for a very thin Cr
layer replacing the Ag intervening layer (6).

Coupling to Radiation Field

One of the most useful properties of magnetic materials is the fact
that they can couple to a radiation field. In the microwave region of the

spectrum this coupling occurs when the magnetization vector M0 is
driven by the h component of the radiation. In the most common case
with a thin film, the magnetization Mo lies in the plane of the film.
Plane-polarized radiation propagating normal to the plane of the film as
illustrated in Figure 6a, exerts a torque on the magnetization vector
when h _ Mo which causes it to exhibit gyroscopic rotation. This system
is driven into resonance when
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Fig. 6. (a) Illustrating plane-polarized radiation of energy ho at normal
incidence to film magnetized in the plane. (b) Stripline microwave "notch
filter, where Vo is defined by Eq. (2).

2itVo= -I(He-ff+4.Mo) (2)

where Vo is the frequency of the radiation, Y is the gyromagnetic ratio,
and Heff is the externally applied magnetic field plus any internal
anisotropy field.

For Fe films, where 4nMo = 21,500 0e, this resonance occurs near
1 0 GHz when Happ = 0. Here Heff = Han + Happ and Han = 500 Oe. This is
a very useful frequency regime for many microwave devices. An
example is shown in Fig. 6b, which is a schematic drawing of a
microwave stripline device concept. Striplines are an effective way to
carry microwave signals in planar circuits. They are guided wave
devices into which, in this illustration, a microwave signal is injected on
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the left from a coaxial cable. The n+-GaAs layer acts as a ground plane
and the structure sustains an electric field between the ground plane
and the conducting strip located above the insulating layer of GaAs. The
radiation field is thus plane polarized with its electric vector Z vertical
and corresponding h vector horizontal and it propagates down the
device structure from left to right, emerging on the other end where it
is again picked up by another coaxial cable. If a ferromagnetic metal
section replaces the conducting strip, as shown, then in that region the
radiation field can transfer energy into the ferromagnetic metal if the
magnetization vector M is parallel to the direction of propagation. In
this orientation, the ferromagnetic resonance condition can be satisfied
that is (W4 I h ), and the radiation field can couple to the magnetization.
It will, however, couple effectively only at the ferromagnetic resonance
frequency (o0=27[vo given above, so that a display of power transmitted

versus frequency will show a sharp decrease in transmission at vo. This
device is called a "notch" filter. It should be noted that the location of
the "notch" can be moved by applying an external magnetic field, as
indicated by Eq. 2, parallel to the magnetization direction M.
Furthermore, if an external magnetic field is applied perpendicular to
the direction M as shown in Fig. 6b and has sufficient size to reorient the
direction of M perpendicular to the direction of signal propagation, the

radiation field can then no longer couple to M, since now h I1 M. This will
effectively turn the filter off. As discussed earlier, this requires an
applied field of < 10 Oe, easily achieved in a device configuration. The
device described here is not intended to be a prototype design, but
rather a pedagogical example to illustrate the concepts involved. Real
devices are currently under study and have been reported upon.(7 )

The width of the "notch" in the filter device described is just the
line width of the ferromagnetic resonance observed in the film. This
line width is a measure of the quality of the films, insofar as there are
variations in M or in the internal anisotropy field caused by variations
in strain, thickness or composition. In this regard, the epitaxial Fe films
grown on ZnSe have shown the narrowest linewidths ever observed for
a ferromagnetic metal (45 0e at 35 GHz) (8) which become comparable
to those observed in ferrimagnetic insulators (ferrites). Ferromagnetic
metals were abandoned years ago for high frequency device
applications because their observed linewidths were too large,
compared to ferrites. These recent results for epitaxial metal films
suggest that those conclusions should be reconsidered. This is especially
true for higher frequency applications where the low 4nM of ferrites

(=2kOe) keeps their zero field resonance frequency low, well below the
range of interest for most high frequency planar device applications.

Spin Injection Devices

One of the most interesting uses of ferromagnetic metal films is as
a source of spin polarized carriers. If one considers the simple Stoner
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picture of an ideal rigid-band ferromagnetic metal, the majority-spin d
states lie below the Fermi level and are all filled, but the minority states
are filled only up to the Fermi level. Assuming the s- and p-state
electrons to be unpolarized, one might expect that some fraction of the
carriers will be polarized to the extent that the minority d states
contribute to the conductivity. One could exploit this condition to obtain
polarized carriers by using a ferromagnetic metal film as an electrical
contact on a non-magnetic metal or semiconductor.

The pioneering work on this concept was reported in 1 970 by
Meservey, etal (9) in which they carried out tunneling experiments
from a ferromagnetic metal film through an A12 0 3 barrier into a
superconducting metal film (Al). The superconducting film, with its
sharply peaked density of states at the superconducting gap, acted as a
spin-polarized electron detector in the presence of an applied magnetic
biasing field. The tunneling current, originating from the ferromagnetic
film, proved to be highly polarized (+44% for Fe, +34% for Co and + 1%
for Ni) (1 0) where the polarization is defined as P=(n+-n-)/(n++n-), n+
being the number of carriers of each spin character.

This was a surprisingly high degree of polarization, but even more
surprising was that the polarization direction was that for the majority
spins. For the simple band structure assumed, carriers would only be
available from the minority spin-states near the Fermi level. After
several years, an explanation was finally provided by Stearns (11), who
pointed out that while most of the d electrons occupy energy bands as
described by a Stoner model, a small number of d electrons possess an
itinerant character. These itinerant d states are the main component of
the tunneling current. The relative number of majority and minority
spins in these itinerant d bands is proportional to the magnetic moment
of the material and thus accounts for the observed sign and magnitude
of the polarization of the tunneling current.

A more recent achievement in this field was the injection of spin-
polarized carriers into a paramagnetic metal by Silsbee and Johnson in
1 965 (12). This is illustrated in Fig. 7 where the paramagnetic metal
(Al) is shown as a long bar with two pads of ferromagnetic metal
deposited upon it to act as a source and drain of carriers. These carriers
will be polarized, since they originate in a magnetized material as
shown in the figure. The injected carriers travel through the bar and
are picked up at the second ferromagnetic pad. The physics is
illustrated, again in a simple Stoner picture, as minority electrons
entering the paramagnet, going into unoccupied minority states at the
Fermi level; traveling through the metal, under the influence of the
applied electric field; finally, leaving the metal by entering unoccupied
minority states in the second ferromagnetic pad. The pads may thus be
thought of as polarizing filters acting on the current passing through the
circuit. If this picture is correct, the polarized current in the
paramagnet should act to unbalance the equally populated up- and
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Fig. 7. Injection of spin polarized current into paramagnetic bar from
ferromagnetic pads (13)

down-spin bands, inducing a net magnetization. Because there will be
spin-flip scattering events during the transit through the paramagnet,
the magnitude of the induced magnetization should decrease along the
path. Its measurement would thus yield a determination of the spin-
flip scattering length. This measurement was carried out by putting
thin-film SQUID pick-up loops down on the surface of the bar, in a
regular array between the two pads, and measuring the induced
magnetic moment. It was found that the polarization relaxed with a
decay length of 1 00 pm at 40K (13). It should be noted that, since the
two pads act as polarizing filters for the current, by reversing one of
them the polarized current can be blocked, much in the same way that
crossed optical polarizers can block light passing through them.
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Fig. 6. Proposed spin-polarized field effect transistor. (1 4)
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This analogy was recently invoked for a proposed device which
would apply the spin injection concept to ferromagnetic metal films on
semiconductors. Datta and Das (1 4) have suggested the construction of
a spin-polarized field effect transistor (Spin-FET) as illustrated in Fig. 8.
The current carrying medium would be an inversion layer formed at
the heterojuction between InAlAs and InGaAs. The two-dimensional
electron gas in that layer would provide a very high mobility, free of
spin-flip scattering events. The spin-polarized carriers are injected and
collected by ferromagnetic metal pads as discussed above. However,
one can expect that the strong internal electric field present in the
inversion layer heterostructure interface region, oriented perpendicular
to the layer, will cause the spins of the carriers to precess, due to spin-
orbit coupling. This precession will rotate them out of alignment with
the magnetization of the second ferromagnetic pad, decreasing the
transmitted current of the device. Finally, if a gate electrode is
deposited on top of the device, one can apply a gate voltage Vg to
increase or decrease the effective electric field causing the spin
precession. This will serve to control the alignment of the carriers' spin
with respect to the magnetization vector in the second pad, thus
permitting modulation of the current passing through the device.
Although this proposed device demands carefully controlled material
growth and lithography, its fabrication is well within the reach of
current technology. Devices such as these, which distinguish between
spin-up and spin-down carriers essentially possess an added dimension
of device parameter space which, up until now, has not been exploited.
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Fig 9. Lattice constants ao of cubic semiconductors with region of
epitaxial lattice match to the bcc Fe-Co alloy system indicated by cross
hatch. Bandgap is plotted in eV on the left and photon wavelength on
the right.
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Conclusion

This short review provides some examples of the current status of
the preparation of hybrid ferromagnetic/semiconductor materials by
modern thin film techniques. The regions of metal/semiconductor
epitaxial match are indicated in Fig. 9, with growths already
demonstrated for Fe/Ge; Fe/GaAs; Fe/ZnSe and Co/GaAs. Many of the
applications discussed here might be suitable for non-epitaxial magnetic
films as well, which opens the way for a host of new possibilities,
including alloys of both rare-earth and transition metal ferromagnets,
as well as ferromagnetic and ferrimagnetic insulators. Work on these
possibilities is underway at a number of laboratories, and it can be
anticipated that new hybrid magnetic /semiconducting materials will
provide not only technological opportunities but additional
opportunities for scientifically probing condensed matter behavior.
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MOSSBAUER STUDIES OF ULTRATHIN MAGNETIC FILMS OF Fe/Ag(100)

Norman C. Koon

Naval Research Laboratory
Washington, DC 20375-5000
United States of America

INTRODUC'ION

Magnetic studies of very thin magnetic films, where only small amounts of material are
present and where surface and interface effects may be almost completely dominant, represent a
difficult challenge to the experimentalist. The Mossbauer effect utilizing Fe57 has proved to be
very useful tool in such investigations, since under favorable circumstances it can provide
important information about both the physical and electronic structure of the film as well as the
magnetization, spin orientations, and dynamic processes. In contrast to some techniques, the
Mossbauer effect generally probes all the Fe57 spins which are present in the film, even those
which are not magnetically ordered, and thus makes it possible to determine if some spins are
decoupled from the main part of the film. The isomer shift and the quadrupole splitting (in the
case of cubic materials) can sometimes be used to infer the location of the atoms being probed
(interior, exterior, or at the interface of a film); the magnetic hyperfine field can be related both
to the degree of magnetic order as well as to the electronic structure, and the line intensities can
be used to determine the orientation of the spins. Broadening of the spectra may also be used
to study the nature of the spin dynamics in the film. Ultrathin (< 10 monolayer) Fe/Ag(100)
films are particularly interesting for such studies because all of these phenomena prove to be
useful in developing our understanding of these near 2-d systems. 1,2 For further details
concerning applications of the Mossbauer effect see the article by A. Morrish in these
proceedings.

Because an isotropic 2-d Heisenberg ferromagnet has no magnetic order at non-zero
temperatures in absence of magnetic anisotropy 3, the properties of very thin magnetic films are
dominated by their anisotropies - both intrinsic and from dipolar (demagnetizing) fields In
cases where the crystalline surface anisotropy favors the direction perpendicular to the plane, as
has been shown to occur often in very thin transition metal films, this intrinsic anisotropy
opposes the dipolar fields which favor alignment in the plane. To produce a very thin film
which can be compared with a 2-d Heisenberg model therefore requires that the perpendicular
crystalline anisotropy approximately cancel the demagnetizing energy. Perpendicular
crystalline anisotropy was first suggested for Fe/Ag(100) films by Jonker, et al 4 from spin
polarized photoemission studies, which showed that for films of less than 3 monolayers (ML),
there was no in-plane moment. It was suggested that this resulted from a perpendicular
anisotropy strong enough to overcome the demagnetizing fields and orient the spins along the
normal to the surface. From renormalization group calculations by Bander and Mills 5 it can be
expected that such a perpendicular anisotropy would induce an Ising type of behavior in certain
temperature regimes.

Science and Technology of Nanostruciured Magnetic Materials
Edited by G.C. Hadjipanayis and G.A. Prinz. Plenum Press. New York, 1991 55



The Mossbauer work which we have done on Fe/Ag(100) multilayer films was
undertaken primarily in order to demonstrate conclusively whether or not the films were
magnetically ordered perpendicular to the film plane. In addition to establishing the
predominant spin orientations,I we determined from the thickness dependence of the hyperfine
interactions that the magnetic hyperfine field increases in going from the center of the thin films
(< 5-6 ML) to the surface, as predicted by Ohnishi, Weinert, and Freeman6 from band
structure calculatons. In addition, we observed broadening of the spectra 2 which we propose
is due to slow, Ising type fluctuations of large blocks of spins in the manner suggested by the
renormalization group calculations. 5 This paper is a summary of that work.

EXPERIMENTAL

The Fe/Ag(100) system is particularly favorable for epitaxial growth because there is
only a 0.8% mismatch between the Fe(100) and Ag(100) surface nets, with the Fe slightly
expanded for pseudomorphic growth. Several studies have shown that the growth of Fe on
Ag(100) proceeds layer by layer for the first three layers and then exhibits island growth for
thicker films. RHEED patterns and a more detailed description of the growth procedure are
given elsewhere.I Samples having thicknesses of 0.9, 2.4, and 5.5 ML were studied.

The conversioi, electron Mossbauer spectrometer used is of the cylindrical mirror
analyzer type, with an energy resolution of approximately 4 %. The samples were mounted on
a Cu block connected via a Cu braid to a closed cycle refrigerator. The transducer and source
were inside the vacuum chamber. The Mossbauer gamma-rays were incident perpendicular to
the plane of the sample.

RESULTS

Clear evidence for almost complete perpendicular alignment of spins in the 2.4 ML
sample is given in Fig. 1, where we compare its Mossbauer spectrum at 15 K with that of a
thick film (-500 A), which is known to have its moment in-plane. Information about the
orientation of the spins is contained in the ratios of line intensities, which for pure magnetic
hyperfine splitting is given by 3 x: : 1 : x : 3, where x = 4sin2o/(l+cos2o) and 0 is the angle
between the incident y-ray direction and the direction of the magnetic hyperfine field. For the
thick film the ratios are 3 : 4 : 1; exactly what should be observed if the Fe moments lie in the
plane (0 = 900). It is clear in the 2.4 ML spectrum, however, that the second and fifth major
lines (the Am = 0 forbidden ones) are very weak compared to those of the thick film, indicating
close alignment of the spins to the perpendicular direction (0 = 0).

The structure in the spectrum of the 2.4 ML film indicates the presence of more than
one crystallographically inequivalent site (as one would expect for 2.4 ML). To quantitatively
estimate the hyperfine fields and the integrated intensities we fit the spectra assuming only two
types of Fe sites. This yielded average integrated intensity ratios of 3 : 0.5 : I and hyperfine
fields of 358 kG and 344 kG (compared to 340 kG for bulk Fe). The corresponding values of
the quadrupole splitting (indicative of deviation from cubic symmetry), isomer shifts (a
measure of the conduction electron spin density at the nuclei), and the weighting factors are
given in Table 1. From the integrated intensity ratios we calculate a uniform spin deviation
from perpendicular of 280 or, equivalently, that approximately 22 % of the spins lie in the
plane and 78 % are perpendicular to it. Because of domain formation and imperfections in the
films the correct physical picture probably lies in between these two extremes.

Spectra for the 5.5 ML sample at room temperature and 15 K are shown in Figure 3.
The line intensity ratios at room temperature are 3 : 4 : 1, indicating that the magnetization is in
the plane of the film. At 15 K the intensity ratios are 3 : 1.6 : 1, which corresponds to a
uniform angle from perpendicular of 490 or to 57 % of the spins oriented in the plane and 43 %
perpendicular.
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Fig. I Conversion-electron Mossbauer spectra taken at 15 K for a thick film of

Fe57 compared to that of a 2.4 ML multilayer film of Fe 57 on Ag( 100).
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Fig. 2 Conversion-electron Mossbauer spectra taken at 15 and 300 K on a 5.5 NIL
film of Fe57 on Ag(100).
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This suggests that at low temperatures the perpendicular anisotropy of the 5.5 ML film
is comparable to the demagnetization field, whereas at room temperature the demagnetization
field dominates. The perpendicular anisotropy energy therefore seems to increase faster than
the demagnetization energy as the temperature is lowered.

The 5.5 ML spectra were also fit using the 2-site model with the parameters given in
Table 1. The best fits to the 15 K data were generally obtained using zero quadrupole splitting
and slightly larger hyperfine fields than for the 2.5 ML film. The fit at room temperature was
calculated by allowing only the hyperfine magnetic fields to vary from the 15 K values. The
decrease in Hhf from 15 K to 300 K is much greater than for bulk Fe, suggesting a lower
Curie temperature for the film. It is also interesting to note that the 0.65 to 0.35 weighting
factors are in almost exactly the ratio of interior to interface atoms one would expect for a 5.5
ML film, which suggests that the higher field component (363 kG) of the spectrum is due to
interior atoms, while the lower field (352 kG) is due to interface atoms. This is also consistent
with the respective values of the isomer shift, which should be small for interior atoms.

A similar identification can be made for the 2.4 ML film, although the weighting factors
yielded by the fitting process for the two sites are nearly equal instead of being in favor of
interface atoms. However, both the isomer shift and the quadrupole interactions are larger for
the smaller hyperfine field than for the larger one, which is again consistent with the smaller
hyperfine magnetic field being associated with interface atoms.

Table I. Hyperfine field parameters for bulk Fe and for the 2.4 and
5.5 ML films. The parameters were determined using a two site fit
as described in the text.

15 K (300 K) Weighting Hhf QS IS

Factor (kG) (mmlsec) (mmlsec)

Bulk Fe 1.0 340(330) 0.0 0.0

2.4 ML 0.52 358 -0.11 0.06
5.5 ML 0.48 344 0.16 0.49

The hyperfine field calculations which appear to most closely match the conditions
realized in this experiment are those of Ohnishi, Freeman, and Weinert 6, who treated the
problem of a Fe/Ag(100) 7-layer slab where the outer two layers were Ag. For the center Fe
layer they calculated Hhf= 359 kG, with a decrease to 339 kG for the next-to-interface layer
and 335 kG for the interface Fe layer. With a simple two site fit we obtain 363 kG (65 %) and
352 kG (35 %), which is in gooo qualitative agreement if one identifies the larger hyperfine
field with interior atoms as described above. For the 2.4 NIL sample there is at present no
model calculation whose assumptions permit reasonable comparison with our data.

The temperature dependence of Mossbauer spectra for the 2.4 ML sample are shown in
Fig. 3, along with fits to the data using the same hyperfine field parameters as in Table I with
the addition of a simple relaxation theory7 ,8 applicable to a spin 1/2 Ising model to describe the
broadening observed at temperatures above about 50 K. There are several important points to
be noted. First is that even in the regime where there is broadening, the Am = 0 lines are weak.
indicating that the spins are still ordered perpendicular to the plane of the film. Second is the
distinct splitting of the innermost lines (3 and 4), which indicates clearly that there is a non-zero
order parameter. Third is that that there is no evidence for a significant central peak at low to
intermediate temperatures, indicating that almost all of the iron spins are strongly coupled to the
films as a whole.
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The theoretical fit which was used to describe the broadening is based on simpleI stochastic relaxation between spin up and spin down states as treated by van der Woude and
Dekker 7 and Blume and Tjon.8 It only contains two parameters, the relaxation rate L2, and the
order parameter i1, and is independent of the mechanism responsible for the relaxation. The

only differences in the calculated spectra of Fig 3 are in 1l and K2, whose temperature
dependence is given in Fig. 4.

CONCLUSIONS

The line intensity data shown in Fig. 1 conclusively establish the perpendicular
orientation of the iron magnetic moments at low temperatures in very thin (less than about 4-5
ML) films of Fe/Ag(100). From the temperature dependent data on the 5.5 ML film we
conclude that the perpendicular magnetic anisotropy increases faster than the demagnetizing
energy as the temperature is lowered. From the thickness dependence of the hyperfine fields
we conclude that the hyperfine magnetic field varies with position through the film in a manner
very close to the predictions of band theory.6 The type of broadening which we see is similar
to that observed in superparamagnetic relaxation, however, fits to the theory utilizing a zero
order parameter could not reproduce the relatively sharp and distinctly split inner peaks showa
in Fig. 3. In order to fit that feature it was necessary to make the order parameter non-zero,
which is inconsistent with normal superparamagnetism. It could be consistent with a film
consisting of interacting clusters which all have the same order parameter or with the
renormalization group picture of an Ising model where the order parameter describes the
fluctuations of large blocks of spins. Because we see in the fits only a single nonzero order
parameter and relaxation frequency for each temperature, with no evidence for a distribution,
we suggest that the latter explanation is more likely.
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SPIN-DEPENDENCE OF ABSORBED AND REFLECTED CURRENT ON FE(lI0)
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New electron microscopies such as SEMPA and LEEM increasingly require
a more thorough knowledge of the low-energy electron scattering processes
at and near surfaces. Electron reflection i and absorption2 3,4 ,5 measure-
ments have proven useful in identifying major features in the unoccupied
electronic band structure of solids and their surfaces, as well as determi-
ning the effect of such band structures on electron scattering processes.
The elastic reflected current spin asymmetry has been calculated5 , demon-
strating the usefulness of such measurements for studying the unoccupied
band structure of ferromagnetic single crystals. Earlier measurements on
absorbed current spin asymmetries from a metallic glass 6 were concerned
mainly with the asymmetry near the zero crossing in the absorbed current
rather than the low-energy asymmetries; therefore further work on the angu-
lar and energy dependence of the absorbed and reflected current, and its
spin dependence, is desirable. In particular, we wish to demonstrate the
important connection between secondary electron polarization fine struc-
ture7 and absorbed (or reflected) current spin asymmetry5, as they both
relate to band structure.

The spin-dependent absorption and reflection results reported here
are expressed in terms of a normalized asymmetry, A(Eo), for a primary
electron beam energy Eo of 0 to 50 eV:

1 IT - I
A(E0) = Po - IT + il (1)

where Po is the incident beam polarization magnitude and IfT (Ii) is the ab-
sorbed or reflected current for incident beam polarization parallel (anti-
parallel) to the sample majority spin direction. The absorbed and (energy-
integrated) reflected current asymmetries (Aa and Ar, respectively) are
found to be reciprocal to one another, being opposite in sign and posses-
sing the same general structure, while their magnitudes are simply related
by:

Aa P 
(2)Ar  ( '

where p/a is the ratio of reflection to absorption coefficients (p+a=l).
The apparatus used to measure absorbed and reflected current asymmetries,
described in detail elsewhere8 ,9 is shown schematically in Figure 1.
Briefly, a spin-polarized primary electron beam (P0=20-30%) is focussed
through the center of a 3-grid hemispherical LEED analyzer, which is used
to collect all the reflected current. The primary electrons impinge on the
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(110) face of an iron single crystal remanently magnetized along the <100>
direction (incident angle, 0=0' to 60'). The electron spin-polarization

vector and the sample magnetization vector are both perpendicular to the
scattering plane. The polarization of the incident beam is reversed at a
frequency of 1 kHz, enabling the use of a lock-in technique to detect the
resulting difference in the (absorbed or reflected) current upon polari-
zation reversal.

Figures 2(a) and (b) show the reflected current spin asymmetry Ar and
the reflected current (normalized by the incident beam current), respecti-
vely, as a function of primary electron kinetic energy for a range of inci-

dent angles. Figure 3 shows similarly the absorbed current spin asymmetry
Aa and the absorbed current. The reciprocity exhibited by the absorbed and
reflected asymmetries is obvious; i.e. they are opposite in sign and maxima
in the absorbed current asymmetries correspond to minima in the reflected
current asymmetries (except at very low energies and large incident angles
due to finite collection angles, as discussed in more detail elsewhere' 9 ).
This reciprocity explicitly demonstrates that the information contained in
the two asymmetries is basically the same, which is to be expected from
simple charge conservation considerations. The spin-averaged reflected and
absorbed currents (Figures 2(b) and 3(b), respectively) also contain infor-
mation about the bulk band structure of the Fe(110) crystal. At normal in-
cidence there is a peak in the reflected current at appoximately 20 eV in-
cident energy (marked by an arrow) that corresponds to a local minimum in
the absorbed current (also marked by an arrow). This is clear evidence of
a gap in the band structure and it occurs close to the position of the band
gap along the [110] direction calculated for a nearly free-electron disper-
sion relation with an inner potential of 12 eV. A band gap results if a
decrease in the ab-orbed current, and a concomitant increase in the reflec-
ted current, due to the lack of states into which incident electrons can
couple. The band gap at 20 eV results in a strung feature in the asymme-
tries due to the spin-splitting of the bulk band structure. Because the
minority spin electron states are shifted upward in energy with respect to
the majority spin states, there will exist relatively more empty minority
states at the low energy end of a band gap and majority states at the high
energy end. This situation results in the sharp features seen in both
asymmetries at approximately 20 eV. The arrows in Figures 2(a) and 3(a)
mark the energetic position of the minimum (maximum) in the spin-averaged
absorbed (reflected) current. Note that the inflection points in the asym-
metries occur at a lower energy than in the currents.

The spin-polarization, as a function of emission energy and angle, of
secondary electrons excited by high energy (2 keV) primary electrons from
the same Fe(ll0) sample in an earlier experiment 0 is shown in Figure 4.
The polarization is along the majority spin direction. The polarization

Reflected
Current

/ .

42 h"" 6
Absorbed

0 INN,- Current

IPolarized Ul
Electron W Fe(110)
Source '

Retarding' -±
Voltage _ r

Fig. 1. Schematic of apparatus for measuring absorbed and reflected current
and current spin asymmetries.
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exhibits a low-energy enhancement and an angle dependent fine structure.
This fine structure in the polarization, which has been identified with the
spin-split bulk band structure7, concerns us here. If the structure in the
asymmetries in Figures 2(a) and 3(a) are in fact a result of the bulk band
structure, then there should be a correspondence between these structures
and the secondary electron polarization fine structure. In general, the
absorbed current asymmetry is observed to be positive and the reflected
current asymmetry negative. That is, majority spin incident electrons re-
sult in a larger absorbed current while minority spin electrons result in
more reflected current. This may, at first sight, appear in contradiction
to the majority spin polarization of secondary electrons ejected at similar
energies; however, it is important to realize that measuring the absorption
of low-energy electrons incident on the crystal is essentially the time-re-
versal of measuring the emission of low-energy electrons originating inside
the crystal. Consideration of time-reversal symmetry requires that the ab-
sorbed current asymmetry be related to the secondary electron polarization
fine structure" . Comparison of the spin-polarized secondary electron
emission measurements shown in Figure 4, with the absorbed current spin
asymmetries more clearly demonstrates the complementary nature of these two
measurements. In keeping with the requirements of time-reversal symmetry,
the secondary electron emission angles are compared to the incident angles
in the absorbed current. It can be seen that maxima and minima in the ab-
sorbed current asymmetry roughly correspond to the maxima and minima in the
secondary polarization fine structure. A positive feature at 3-4 eV, a
valley just below 10eV that increases in sharpness as the angle (of inci-

dence or emission) increases, and a dip at 20 eV that is present only for
normal incidence or emission are the more prominent structures in the two
sets of data. The similarities between secondary electron polarization
fine structure and absorbed current asymmetry suggests that the latter is
also determined by the spin-dependent bulk band structure.

The present spin asymmetry measurements from a single crystal ferro-
magnetic sample have demonstrated the reciprocity of the total reflected
and absorbed current asymmetries. This reciprocity allows one to monitor
the experimentally more accessible target current to obtain band structure
information. The reflected current measurements, however, allow the sepa-
ration of eleastic and inelastic contributions to the total asymmetry 9 .
The spin-polarization of secondary electrons emitted from the same Fe(ll0)
sample exhibit fine structure that corresponds to the structure in the ab-
sorbed and reflected asymmetries. The structures in both the polarization
fine structure and the asymmetries are identified as spin-split band struc-
ture effects and demonstrate the time-reversal symmetry between absorption
and emission of low-energy electrons.
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MBE GROWTH OF METAL/SEMICONDUCTOR INTERFACES

J. M. Slaughter, Brad N. Engel, M. H. Wiedmann, Patrick A. Kearney, and
Charles M. Falco

Optical Sciences Center and Department of Physics
The University of Arizona, Tucson, AZ 85721

INTRODUCTION

Metal/semiconductor structures are of interest in several fields including thin-film
magnetism, electronics, and x-ray optics. Well controlled and characterized interfaces are
crucial for the understanding of the properties of nanostructured materials. We describe
techniques used to grow and characterize three such material systems: Co/Pd on GaAs(1 10)
(using a bcc-Co seed layer), Co on Si(111), and Mo on Si(111).

The Co/Pd system is of interest for its magnetic and magneto-optic properties. In
particular, several workers have observed polarization of the Pd in Co/Pd multilayers' as
well as a strong perpendicular magnetic anisotropy.2 We have grown epitaxial Co/Pd
superlattices on GaAs(110) substrates by first depositing a suitable buffer layer of Pd. The
growth of the Pd buffer layer and the behavior of Co deposited upon it are discussed in the
present paper. Structural and magnetic properties of the superlattices are discussed
elsewhere in these proceedings.3

Heteroepitaxy of a variety of pure metals on GaAs has been achieved by various
workers. In many cases, structures with sharp interfaces as well as good atomic order have
been obtained. However, in contrast to the case with GaAs, Si reacts with most metals to
form silicides, making it impossible to produce epitaxial pure-metal/Si structures similar to
those made on GaAs. In fact, many metals react with Si even at room temperature.
Although the problems associated with pure metals are severe, Co and several other metals
(e.g. Ni and Mo) form epitaxial silicides with proper trs.atment. MBE techniques can then
be used to form high quality epitaxial silicide/silicon multilayer structures. In the second
half of this paper we discuss such techniques and their application to the growth of Co and
Mo on Si( 11).

GROWTH OF Co/Pd ON GaAs

The evaporations were performed in a Perkin-Elmer 433-S MBE system' which was
specifically designed for growth of Si and refractory metals. The Pd was evaporated from
a high-temperature Knudsen cell and the Co was electron-beam evaporated. Deposition
rates were 0.25 Ais and 0.15 A/s for Co and Pd respectively. The base pressure was 5X10 11
torr, and the pressure during deposition was typically 1X10 "9 torr, with H 2 making up 70%
of that total. The Co deposition rate was held constant by active feedback from an Inficon
Sentinel III deposition controller5 which uses an electron impact emission spectroscopy
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monitor to measure the flux. The substrate temperature is controlled with a feedback
stabilized graphite heater, enabling temperatures as high as 1100 C to be reached when
desired. Reflection high energy diffraction (RHEED) and low energy electron diffraction
(LEED) are available in the growth chamber. The sample is in the growth position for
RHEED but must be moved for LEED. Figure 1 shows a series of RHEED patterns taken
at different stages during the depositions.

The GaAs(110) substrates were first heated to -625 C for -30 min to desorb the
oxide from the surface. The RHEED pattern after this heating procedure is shown in
Figure 1. A seed layer of Co (6 A) was then deposited at room temperature to begin the
growth. The one attempt made to grow the Pd directly on the GaAs yielded a Pd layer
which was rough and disordered compared to those grown on top of a Co seed layer. The
seed layer is epitaxial bcc-Co in agreement with previous work." The RHEED and LEED
patterns both indicate that, although 6 A of Co was deposited, it is rough and may not form
a continuous layer.

A high quality Pd(111) layer was formed by deposition onto the 6 A Co seed layer
at room temperature. Depositing additional Pd with the sample heated to 200 C produced
a surface which was better still. Interestingly, the RHEED pattern degrades at the
beginning of the Pd deposition. However, after deposition of -20 A of Pd, the pattern
begins to recover, indicating healing of the surface roughness. In addition, there is a
"rotation" of the Pd with respect to the substrate. The bottom left photo in Figure 1 shows
the RHEED pattern for the Pd surface formed by the deposition of 300 A of Pd at room
temperature. The "rotation" of the Pd [211] axis with respect to the GaAs [111] axis is
apparent in this figure. Continuing the deposition at 200 C produced a sharper RHEED
pattern as shown. However, depositing the entire Pd layer at 200 C resulted in a poor
quality (three-dimensional) surface. The final photo of Figure 1 shows the same Pd RHEED
with the sample rotated slightly to center the pattern.

The angle of the Pd [211] with respect to the GaAs [111] axis was measured by
comparing LEED patterns from before and after the Pd deposition. Unfortunately there is
a significant amount of mechanical backlash in our present substrate rotation apparatus,
which made it difficult to position the sample with exactly the same orientation for each
measurement. We can only say that the rotation is on the order of 5 . Future work will
include improving the rotation apparatus to allow more reproducible positioning of the
sample.

Finally, the growth of thin Co layers on the Pd buffer was studied. RHEED was
monitored continuously during the Co deposition, and LEED was performed after the
deposition of 2 A and 4 A of Co. A series of LEED patterns taken at different energies
clearly shows an enlargement of the spot distances during the Co depositions. The Pd
lattice constant was determined to be that of the bulk material (3.890 A) within the
experimental uncertainty of -1%. The Co lattice constant was determined to be 3.80 ± 0.04
A after the deposition of 2 A of Co and 3.63 ±- 0.07 A after 4 A. In comparison, the bulk
lattice constant of fcc Co is 3.544 A. From these measurements, we infer that the thin fcc-
Co layer is initially strained to match the Pd buffer layer, but rapidly relaxes toward its bulk
lattice constant. It should be noted that after only -1 monolayer (ML) of Co the surface
has become significantly more disordered, and becomes worse with increasing Co coverage.
One could argue that the Co may be growing as small bulk-like islands, giving rise to a
LEED pattern which has contributions from both the bulk Pd and bulk Co to form broad
shifted spots. However, there is some evidence against this Co island interpretation from
our x-ray diffraction data of Co/Pd multilayers. Since multilayers with 1 ML thick Co layers
show high-angle satellite peaks and a low-angle Bragg peak, it is unlikely that the Co is
forming islands.

Plans for future work includes a study of the behavior of the magnetic anisotropy
in thin Co films as a function of the Co strain.

68



GaAs(110) 6 A Co 19 A Pd
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Figure 1. RHEED patterns for various stages during the growth of Pd/Co on GaAs(110).
The electron beam energy was 10 Kev.

Co AND Mo ON Si(111)

Both Co and Mo form metallic disilicides which have a small lattice mismatch with
Si (1.2% and 4.1% mismatch for CoSi2 and MoSi2 respectively).7 Epitaxy of CoSi, and MoSi,
on Si have been studied extensively, revealing some common problems. In either case,
deposition of the metal directly onto a hot Si substrate results in epitaxial films with, at best,
pinholes or, at worst, large islands. Recent studies have shown that high quality CoSi2Si
interfaces can be formed by depositing a thin (<10 A) metal layer at T<100 C followed by
an anneal to -500 C.8 In the present work, we have studied the formation of thin epitaxial
CoSi, and MoSi 2 layers.

A high-temperature substrate heater was used to heat the Si(111) substrates to 900 C
to desorb the native oxide. A buffer layer of pure Si was then deposited at 800 C. RHEED
indicates that the resulting surface exhibits the well known 7X7 reconstruction, and the
Auger spectra show no surface contamination. A thin layer of metal (Co or Mo) was then
deposited at T<100 C, following which the temperature was raised at 15 C°/min. to Thigh,
where 400 C _5 Thigh _5 600 C. Analyzing the evolution of the RHEED and LEED patterns
during heating of -1 ML of Co on Si(111) reveals the following sequence of events. The
Co reacts at the low temperature to form a disordered layer, as indicated by the high
background intensity in RHEED and LEED. The diffraction patterns are dim but consistent
with those expected for CoSi2. For T-140 - 300 C two different phases of CoSi2 are present,
for T=300 - 350 only one phase is present, and for T>350 there is a dominant phase with
a slight trace of a second.

Mo forms an amorphous silicide layer (diffuse RHEED and LEED patterns) at the
low temperature. Peak shifts in the Si-2p and Mo-3d x-ray photoelectron spectroscopy
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(XPS) spectra indicate silicide formation at the Mo/Si interface for growth temperatures as
low as 50 C (the lowest temperature studied). The energy shift observed here is in the
opposite direction from that which we have observed in well-annealed films which formed
crystalline MoSi2. This is a strong indication that the amorphous silicide which forms at 50
C and 200 C is not MoSi2. Annealing to Thigh = 500 - 600 C produces an epitaxial single-
crystal MoSi 2 film. However, for layers with more than -6 A of Mo, the diffraction patterns
quickly disappear. Even for the thinner layers, the MoSi 2 films are more disordered than the
equivalent CoS 2. In addition, a series of growth studies involving continuous growth of
multiple Mo coverages on the silicon have been performed. The data analysis and
experimental details of these growth studies are beyond the scope of the present paper, and
will be published elsewhere. Here we have discussed only that part which is interesting
for comparison to the case of Co on Si.

SUMMARY

High quality Pd(111) layers were formed by deposition, at room temperature, of a
Co buffer layer on GaAs(1 10) followed by the Pd. This surface was improved by depositing
additional Pd with the sample heated to 200 C. The RHEED pattern degrades at the
beginning of the Pd deposition and then recovers after depositing > -20 A of Pd. The Pd
lattice constant, after depositing 300 A, was determined to be that of the bulk material. The
thin fcc-Co layer is initially strained to match the Pd buffer layer, but rapidly relaxes toward
its bulk lattice constant.

Thin Co layers were shown to react with Si(111)(7X7) at room temperature and form
a single-phase CoS 2 epilayer when annealed to -400 C. Thin Mo layers react to form an
amorphous siicide layer at temperatures as low as 50 C. The MoS 2 films are more
disordered than the equivalent CoS 2 films.
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SURFACE AND INTERFACE MAGNETISM

F. Meier, M. Stampanoni, and A. Vaterlaus

Laboratorium fur Festk6rperphysik
ETH H6nggerberg
CH-8093 Zurich
Switzerland

Thin ferromagnetic epitaxial films display the most
remarkable magnetic phenomena known in surface and interface
magnetism. Some characteristic properties of these systems are
described with emphasis on face-centered cubic Fe grown on a
Cu(100) substrate.

Strong, characteristic effects in thin film magnetism
have been discovered and are firmly established (1] . At the
root of this development is the fact that very thin single-
crystalline films consisting of I or a few monolayers (ML) can
be grown on suitable substrates. Although the films are
single-crystalline and have reproducible magnetic properties
even rudimentary knowledge of the atomic arrangement in the
interface - intermixing, layer-by-layer growth, surface
roughness - is often missing or based on indirect evidence.
The relation between film morphology and magnetism constitutes

the most controversial issue in the field.
Ultimately, the solution to this problem requires a

nanoscale local probe able to assess simultaneously the nature
of the atomic environment in the interface and its magnetic
properties. At present, this probe does not exist. Therefore a
pragmatic point of view seems most reasonable: To study the
magnetic phenomena occuring in monolayer systems even if there
is not yet a complete atom-by-atom knowledge of the interface.

The fascination stirred by epitaxial thin film magnetism
will be exemplified primarily by discussing one particular
system: face-centered cubic (fcc) Fe grown on Cu(100) . The
structural controversy about this system is documented in the
literature [2]. It concerns the intermixing of Fe and Cu
within the first 2 - 3 monolayers. In many respects fcc
Fe/Cu(100) is prototypical for epitaxial monolayer films: in
spite that it is not a structi1ral equilibrium phase it grows
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epitaxially up to 15 ML before decaying into a polycrystalline
film of bcc structure opening the possibility of creating a
completely new magnetic system. Under normal conditions fcc Fe
exists only in the paramagnetic phase ( T > 1180 K ) but
forcing the overlayer atoms to fit into the crystalline
registry of the substrate it can be stabilized to low
temperatures. In case of Fe/Cu(100) the lattice mismatch
between Cu(100) [3.59 A at T = 20 °C] and the T 20 oC
extrapolation of the equilibrium fcc structure of Fe [ 3.615
A] is less than 1 % [3].

10 30
0 0

-10 " -30
-20 - . IML .. 9ML - -60

60 b) d) 60
30 30

0 -.- 0
-30 -30
-60 5ML 1 4ML -60

-8-4 0 4 8 -8-4 0 4 8
H(ke)

Fig.l. Magnetic field dependence of the spin-polarization of
the photoelectrons emitted from fcc Fe/Cu(100) films
consisting of 1, 5, 9 and 14 monolayers. The measuring
temperature was 30 K.

Of basic interest is the question whether ferromagnetism
persists in these thin films down to the monolayer range. This
problem was recognized already in the early days of solid
state physics [4]. It arises due to the cricumstance that in 2
dimensions the number of spin waves excited diverges at T > 0
K, r-suming a magnon dispersion E - k2 with the states 1k>
beii,, occupied according to the Bose distribution n(k) =
(eE(k)/kT + l)- . Experimentally, ferromagnetism in ultrathin
films has been demonstrated in the pioneering work of
Neugebauer [5] and, in particular, Gradmann [6].

For fcc Fe/Cu(100) ferromagnetic order has been
unambiguously verified using /3rious techniques [1] . The
measurements shown in Fig. 1 have been obtained with spin-
polarized photoemission [7]. In this experiment the spin-
polarization of the electrons photoemitted from fcc Fe/Cu(100)
films of various thicknesses t has been measured and plotted
as function of the perpendicularly applied external magnetic
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field H. The spin-polarization is defined as P = (NT-
Ni)/kNT+Nl) where NT (NI) is the number of photoelectrons with
spin magnetic moment parallel (antiparallel) to the direction
of the surface normal. As light source the full spectrum of a
Hg-Xe-lamp was used with a cut-off energy of 5.4 eV. The
photothreshold of the samples was 4.7 ± 0.1 eV.

From measurements as shown in Fig. 1 several remarkable
properties of thin fcc Fe/Cu(100) films emerge:

1) The fcc Fe/Cu(100) films are ferromagnetic above
1 ML.

2) At remanence the films are magnetized along the
surface normal for t > 2 ML.

3) At remanence the films are magnetically
saturated,i.e., in a single domain state for t > 2 ML. Whether
this also applies to the in-plane magnetized 1 ML film cannot
be decided from Fig. la.

To allow for ferromagnetism in very thin films a
mechanism is needed which reduces the number of long wave-
length magnon excitations. This is achieved by opening a gap
in the spin wave spectrum at k = 0. Such a gap is produced by
a magnetocrystalline anisotropy [8] defining an easy axis of
the magnetization: then, the destruction of an elementary
quantum of angular momentum by turning the spins unison ( k =
0 ) away from the preferred axis requires a minimum amount of
energy. This qualitative picture is valuable because it
immediately shows the importance of anisotropy for establish-
ing magnetic order. However, far from trivial is the
observation that the magnetic ordering temperature is only
very weakly dependent on the magnitude of the anisotropy [9].
A very small anisotropy -.accompanied by a correspondingly
small energy gap - is in fact sufficient to bring about a
Curie temperature determined essentially by the mean field
like expression kTc - zJ where J is the exchange constant and z
the coordination number of the atoms [101 . Thus, not only the
existence of magnetic order at T > 0 K but even the high
transition temperatures observed in ferromagnetic monolayer
films like fcc Fe,'Cu(100) become understandable. - Another
mechanism which removes the divergence of the long wave length
spin wave excitations in 2 dimensions is the dipolar
interaction: it gives rise to a term linear in k of the spin
wave spectrum [10].

A most extraordinary feature of the magnetization curves
of fcc Fe/Cu(100) for t > 2 ML is the occurence of a
perpendicular remanent magnetization: Fo: a perpendicularly
magnetized thin film the shape anisotropy energy reaches the

maximum possible value Eshape = 2AM 2 , M = magnetization. For a
fcc Fe/Cu(100) film the energy to be gained by turning the
spins into the film plane amounts to 3x10- 5 eV/atom [11]. This
is a very large energy compared e.g. to the bulk
magnetocrystalline anisotropies of cubic transition metals
which are of the order 10- 6 eV/atom. Evidently, another much
stronger anisotropy must be active which gives rise to the
perpendicular easy axis .,served in Fig.l.

The possibility of a perpendicular extra anisotropy has
been pointed out by Ndel [12]. In cubic materials, the
direction cosines of the bulk anisotropy enter for symmetry
reasons only in 4th or higher order. However, at the surface
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the symmetry is broken and an anisotropy term appears which

contains the second power of the angle between the spin

magnetic moment and the surface normal of the film.
Considering nearest neighbour interactions only with constant

material parameters throughout the film the resulting

anisotropy is confined entirely to the surface. It gives rise

to an anisotropy energy per atom which has been shown by N6el

to be of a magnitude comparable to or even larger than the

dipolar energy. Depending on the sign of the surface

anisotropy constant a magnetization direction perpendicular to

the plane of the film is favoured.
Although the possibility of a strong perpendicular

surface anisotropy had been predicted almost 40 years ago it
proved very elusive to direct experimental verification. It

became possible only with the development of techniques
providing the sensitivity required for measuring
ferromagnetism of samples consisting of as little material as

a 1 atotiic ldyer [i.
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Fig.2. Spin-polarization of the photoelectrons emitted from a
1 ML fcc Fe/Cu(100) film versus applied magnetic field
at T = 30 K and T = 261 K.

The shape anisotropy - or demagnetizing - energy of the
film grows proportional to its thickness whereas the surface
area and therefore the surface anisotropy energy remain
constant. For a film exceeding a critical thickness the
demagnetizing energy will therefore always overwhelm the
surface anisotropy putting the magnetization in-plane. In case
of the fcc Fe/Cu(100) films this phenomenon is not observed:
For films thicker than 1 ML the easy axis is always
perpendicular up to 15 ML where the film disintegrates.

74



Possibly the observed tetragonal distortion of the fcc lattice
[3] induces an extra structure related anisotropy supporting a
perpendicular easy axis.

Perpendicularly magnetized materials are potentially
useful for high density magnetic data storage. Thermomagnetic
writing in fcc Fe/Cu(100) has been shown to be feasible
together with subsequent reading of the written information by
spin-polarized photoemission, using for both processes -
heating and photoemission - the same pulsed KrF excimer laser.
At present, for magnetic recording purposes perpendicularly
magnetized hcp Co/Pt(1ll) superlattices are actively
investigated in many laboratories due to their unique property
of having a Kerr rotation which increases towards shorter
wavelengths.

Fig. 2 illustrates that the 1 ML film does not consist
of superparamagnetic islands as observed in similar systems
for not well annealed rough interfaces [13]. In
superparamagnetism the magnetization scales above the blocking

temperature with (T)H/kT where p(T) is total magnetic moment
of the particle. Since the magnetization curve shows no
hysteresis effect at all at 30 K this condition is fulfilled.
At 260 K the saturation field is clearly smaller than at 30 K:
a fact which is incompatible with superparamagnetism both
because the l/kT factor and g(T) are smaller at high tempe-
rature. In contrast, for a non-superparamagnetic ferromagnetic
film the smaller saturation field finds a simple explanation,
because Hsat = 47tM (for a film with shape anisotropy only) and
M at 260 K is smaller by roughly a factor 7 compared to 30 K,
as Fig. 2 shows. The Curie temperature of the 1.2 ML fcc
Fe/Cu(100) film is about 270 K.

A further important observation from Fig.1 is that the
films with perpendicular easy axis are magnetically saturated
at remanence, i.e., they consist of a single domain. This is
remarkable because 1) the classical theory of Kooy and Enz
[14] predicting single domain structure below a critical
thickness d is found to apply ( gain in demagnetizing energy
(- d2 ) does not compensate for the cost of domain wall energy
(- d)) and, secondly, the unavoidable disruption of the
overlayer due to terraces in the substrate surface separated
by steps is ignored by the domain structure. Interestingly,
similar observations have been made in in-plane magnetized
systems [15].

The experimental determination of the magnetic ordering
temperature in thin films is even more problematic than in 3
dimensions: whenever the film is not in full saturation at H =
0 a change for instance in the spin-polarization P of the
photoelectrons is bound to be influenced primarily by domain
formation and not by temperature. On the other hand, an
external magnetic field acts like a magnetic anisotropy and
thus possibly fakes a Curie temperature higher than the one at
H = 0 leading to a tailing of the magnetization which must be
expected to be even more serious than in 3 dimensions. Being
aware of these pitfalls the Curie temperature of fcc
Fe/Cu(100) films more than 5 ML thick - where no dispute about
the epitaxial nature of the system exists - is found to be
close to 300 K. Since in metallic films t > 5 ML the bulk
properties of the material are fully developed - which can be
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tested e.g. by comparing the magnetic properties of epitaxial
films of bcc Fe/Ag(l0O) with those of the bulk metal [161 -
this value is considered to represent the bulk value of Tc for
epitaxial fcc Fe/Cu(l00).
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FERROMAGNETIC RESONANCE STUDIES OF BCC EPITAXIAL ULTRATHIN

Fe(001)/Cu(001) BILAYERS AND Fe(001)/Cu(001)/Fe(001) TRILAYERS

Z. Celinski, B. Heinrich, J.F. Cochran, K. Myrtle and
A.S. Arrott

Surface Physics Laboratory, Physics Department
Simon Fraser University, Burnaby B.C., Canada V5A-IS6

We have epitaxially grown a new phase of Cu, bcc Cu on bcc Fe (001).
This fact allowed us to investigate bilayers of Fe(001)/Cu(001),
Cu(001)/Fe(001) and trilayers of Fe(001)/Cu(001)/Fe(001) grown on Ag(001)
single crystal substrates using Ferromagnetic Resonance. The role of bcc Cu
on the magnetic properties (magnetic moment and anisotropies) of
Fe(001)/Cu(001) bilayers and Fe(001)/Cu(001)/Fe(001) trilayers is reported.
Magnetic coupling between Fe layers separated by a bcc Cu interlayer was
investigated as a function of the interlayer thickness and temperature. The
crossover from ferromagnetic to antiferromagnetic coupling was observed for
Cu interlayers thicker than 8 ML.

In this paper we report Ferromagnetic Resonance (FMR) measurements on
ultrathin Fe(001)/Cu(001) and Cu(001)/Fe(001) bilayers and
Fe(001)/Cu(001)/Fe(00l) trilayers. These structures were prepared using
Molecular Beam Epitaxy (MBE) on the (001) face of bulk silver single
crystals. The Ag (001) surfaces were oriented within 0.250 of the [001]
crystallographic direction. The epitaxial growth was carried out in the low
10-10 Torr range. Reflection High Energy Electron Diffraction (RHEED) and a
thickness monitor were used to control the growth process. Auger Electron
Spectroscopy (AES) was used to monitor coverage quality. Cu grows on
Fe(001) and Ag (001) in a metastable bcc structure for the first 10 - 1i
monolayers (ML). Details of the growth of bcc Fe/Cu structures were
presented in separate paper at this School1 and by Heinrich et al. 2 .

The magnetic properties of Fe/Cu and Fe/Cu/Fe structures were
determined by 36 GHz FMR measurements carried out at room, dry ice and
liquid nitrogen temperatures. The samples, 15mm in diameter were used as
tho endplate of a TE0 12 (doughnut mode) cylindrical cavity which gave
constant sensitivity independent of the orientation of the magnetic field
in the plane of the specimen. We used standard lock-in amplifier detection
techniques with 176 Hz field modulation to detect the signal and 60 kHz
repeller modulation to stabilize the frequency of the klystron to the
resonant frequency of the cavity containing the sample. Measurements wor
carried out with a constant voltage on the detector diode, using an
approach similar to that of Feher 3 .
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Front a magnetic point of view our structures are ultrathin, i.e. the
thickness of each magnetic layer is smaller then the exchange length1 (33A
for Fe). This fact causes all of the spins within the layer to be aligned
parallel to one another. Each Fe layer responds as a unit with its own
magnetic properties. The total intensity of the FMR signal (doubly
integrated field derivative of the absorption or X") is directly
proportional to the total magnetization of the specimen4

[HFMR + (4lMs)eff]

s  [2HFMR + (47Ms)eff]

where Ms is the saturation magnetization, d is the thickness of the film,
HEI is the FMR field (the zero crossing of the field derivative of the
power absorption) and (4RMs)eff is an effective demagnetizing field. By
collecting FMR data over the same effective range of the applied external
field H (i.e. from HBMR-3.5AH to HF,+3.5AH where AH is the FMR linewidth
(FWHM)) we are able to investigate the effect of the Cu overlayer on the
magnetic moment of the Fe layer. At 77K we have found that the total
magnetic moment in the sample Ag/5Fe/l0Cu/2OAu (5Fe means 5 ML of Fe etc.)
is smaller (by appr. 9.4%) than the corresponding total magnetic moment in
the reference sample Ag/5Fe/2OAu used in all of our measurements. A 9.4%
decrease, measured at LN2 temperature, in the total magnetic moment of the
5ML thick Fe films corresponds to a decrease of 1.O.B per interface atom,
assuming that the magnetization of the reference sample is equal to 21.55
kOe4 . From the resonance condition one can determine the effective
demagnetization field (47tMs)eff= 4 sr-Hu, where Hu is the uniaxial
perpendicular field. The uniaxial field in the sample Ag/5Fe/l0Cu/2OAu is
always larger than in the reference sample, see Table I. The in-plane 4th

order anisotropyl K1 for an Fe/Cu bilayer was only slightly larger then the
value of K1 for the reference sample. Magnetic parameters of the standard
5Fe/20Au sample and the bilayers 5Fe/12Cu and 9Cu/lOFe are shown in Table I.

TABLE I. Magnetic parameters of the Fe/Cu and
Cu/Fe bilayers. The 2K,/M, is the strength of tne
in-plane fourth - order anisotropy field (Ref.5).

Sample (47EMs)eff 2K,/Ms
(kG) (kOe)

at 295K at 77K at 77K

Ag/5Fe/2OAu 6.10 6.93 0.220

Ag/5Fe/lOCu/2OAu 3.08 1.72 0.280

Ag/9Cu/lOFe/2OAu 13.50 13.75 0.285

We have studied the exchange coupling between Fe layers separated by
bcc Cu using the trilayer structure 5Fe/xCu/lOFe for
x=5,6,7,8,9,9.5,li.6,12.6,13.7. Two Fe layers with different magnetic
properties are needed to observe the acoustic and optical modes,. In our
case this was achieved by using 5 and 10 ML Fe films which exhibit
different (4 Ms)eff, see Table I. The positions and intensities of both

yodes depend in a complicated way on the properties of the individual
layers and on the strength of the exchange coupling AAB, for a detailed
discussion see1 . We calculated AA8 by means of a least squares fitting
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routine using as starting parameters the magnetic properties of the Fe/Cu
and Cu/Fe bilayers along with the detailed theoretical model of exchange
coupled ultrathin magnetic bilayers5.

Antiferromagnetic coupling2 was observed for Cu interlayers thicker
than 8ML. At room temperature these samples showed both the acoustic and
optical FIVE modes. For trilayers with x=9, 9.5 and II.6ML the exchange
coupling AA B was so strong at 77K that only the acoustic mode was observed.
Strong antiferromagnetic coupling decreases the intensity of optical mode
and shifts it to high magnetic fields which are beyond our experimental
limits. At room temperature the maximum antiferromagnetic coupling occured
at -11ML (see Fig.l). It is worth mentioning that during the growth process
Cu undergoes a structural reconstruction for thicknesses above 10-11ML. Our
results show that antiferromagnetic coupling does not depend on the
structural change in the Cu interlayer. For all temperatures we observed
ferromagnetic coupling in trilayers with Cu interlayer thickness between 5
and 8ML. Only the acoustic mode was observed for samples having 5 and 6rL
of Cu. The sum of the moments from 5Fe/Cu and Cu/10Fe bilayers is close to
the measured moment in these trilavers. The trilayers with 7 and 8ML thick
interlayers have a small enough ferromagnetic coupling that both the
acoustic and optical modes could be observed allowing one to determine the
ferromagnetic exchange coupling AAB . Fig. 1 shows the thickness dependence
of the exchange coupling on the Cu interlayer thickness.

We have studied the exchange coupling as a function of temperature in
trilayers with 8 and 13.7ML thick Cu interlaver (see Fig. 2). The sample

-~3

295K

Fig.l The exchange
coupling coefficient A-

0 in Fe/Cu/Fe trilayers as

W a function of Cu

S ninterlayer thickness at-2
room temperature.
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with 13.7ML of Cu exhibited a monotonically increasing antiferromagnetir
coupling (almost a factor of 2) when the temperature decreased from 295 to
77K. The 8ML Cu sample exhibited a non monotonic change of ferromagnetic
coupling between 295 and 77K (see Fig.2). This is not a surprising result
if we assume that the exchange coupling is electronic in nature. This 8ML
sample is very close to the thickness where the coupling changes from
ferromagnetic to antiferromagnetic. The changes in band structure induced
by thermal expansion can easily effect the balance between ferromagnetic
and antiferromagnetic tendencies. From magnetization measurements we have
estimated that the change of the magnetic moment in 5Fe/lOCu and 9Cu/l0Fe
bilayers is not greater than 20 to 25% between 295 and 77K. This result
suggests that the exchange coupling mechanism is not due to dipole
interactions but is caused by electronic properties.

Recently 6,7,8 a great deal of attention has been paid to the
antiferromagnetic coupling in the Fe/Cr/Fe system. Comparing the bcc
Fe/Cu/Fe and bcc Fe/Cr/Fe systems we note that the Cu interlayer couples
the Fe layers approximately as strongly (for equivalent interlayer
thicknesses) as Cr. The maximum of antiferromagnetic coupling in Cr occurs
around 6ML while in Cu it occurs at IIML. Therefore the antiferromagnetic
coupling through Cu is more spatially expanded than in Cr. Unlike Cr the Cu
does not have any holes in its d band and therefore the strength and
spatial extent of the antiferromagnetic coupling in Cu is a surprise and
challenge to theoretists.

We have found that: (1)A Cu overlayer decreases the magnetic moment in
Fe/Cu and Cu/Fe bilayers, approximately 1.0B per interface atom. (2)

Uniaxial perpendicular fields and th3 in-plane 4th order anisotropy K1 in
the Fe layer were only weakly affected by the Cu overlayer. (3) Magnetic
coupling in bcc Fe(001)/Cu(001)/Fe(001) trilayers changes from
ferromagnetic to antiferromagnetic for Cu interlayer thicknesses between $
to 9 ML. (4) The maximum of antiferromagnetic coupling occured at 11 IL
of Cu. (5) The antiferromagnetic coupling is not affected by the lattice
transformation observed for Cu interlayers thicker than 10 - llML. (6)
Ferromagnetic and antiferromagnetic coupling exhibits strong temperature
dependence. This suggests that the source of the magnetic coupling is of a
electronic nature.
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LASER ABLATION DEPOSITION OF METALLIC THIN FILMS

James P. Gavigan*

Laboratoire Louis Ne4l - C.N.R.S.
25 av. des Martyrs
B.P. 166X - 38042 Grenoble Cedex, France

INTRODUCTION

Laser ablation deposition (LAD) is a thin film preparation technique
in which a high powered laser beam impinges on a target causing the
ejection of material which is subsequently collected on an appropriately
placed substrate resulting in the growth of a thin film. In principle, this
is a very elegant and simple technique compared to other established vacuum
deposition methods (sputtering, electron gun & thermal evaporation, etc..)
and discussion of its many advantages (e.g. congruent deposition &
composition control, high deposition rates, ablation of any material, ...)
can be found in the literature1 . However, coupled with its versatility are
the very complex problems of: 1) the laser-matter interaction which varies
drastically with both laser parameters (wavelength X, pulse length T,
irradiance I, . .) and the optical/thermophysical properties of the target
material, and 2) the non-equilibrium processes governing the expansion and
interactions of the ejected material and the subsequent nucleation and
growth of a thin film. In spite of the huge body of literature which exists
on various aspects of LAD, unfortunately no complete coherent description
has been formulated which could serve as a practical guide.

In this paper therefore, the aim is to discuss some of the LAD processes in
the case of metals and to try to extract some practical guidelines from
available experimental results. In the field of nanostructured magnetic
materials, the most exciting possibility for LAD is in the growth of

epitaxial films and multilayers of compounds such as those between rare
earths and transition metals (as well as ferromagnetic oxides) . Epitaxial
films of YNi 5 have recently been grown on sapphire substrates using this
technique2 .

LASER - METAL INTERACTION

In this section, aspects of the laser - metal interaction are
considered in the light of commonly available laser parameters: i.e.
wavelengths in the range 10.6 pm (CO2 laser) to 193 nm (Excimer/ArF laser),
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Figure 1. Reflection coefficient of Cu and Ni as a function of
wavelength, calculated using experimental optical constants 3 .

irradiances (fluences) up to 1012 Wcm-2 (100 Jcm-2 ) and pulse durations from
a few picoseconds up to a millisecond.

The interaction of an intense laser pulse with a metal target is

highly non-linear, involving extreme transient phenomena associated with
the target's optical and thermal properties (temperature dependence of

reflectivity, thermal conductivity, heat capacity, ..) , phase changes

(melting, vaporisation, critical state, plasma formation & its interaction
with laser pulse) and mechanical response (recoil-pressure-induced melt
ejection, shock wave spall,..). In a metal, the absorption of light energy
is a purely pyrolytic (thermal) process (as opposed to a photolytic process
which involves bond breaking, photo-ionization, etc), provided the rate of
arrival of incident energy is on a time scale longer than the relaxation
time for electron-electron (10-16 s) and electron-phonon interactions (10-1

S) 3 . This condition is satisfied by most types of laser radiations except
perhaps femptosecond pulses and giant laser pulses for plasma fusion
studies which can generate irradiances greater than 10:1 Wcm-2 4. The laser
pulse therefore acts primarily as a heat source at the target surface, but
the generation of appieciable evaporation for thin film deposition depends
very much on the afore mentioned transient conditions produced by the
laser.

Quasi-equillibrium situation

For low incident irradiances (= 106 Wcm-2 ), evaporation is a rate-
limited process and is directly proportional to the exponential temperature
dependence of the vapour pressure; i.e. surface melting and evaporation
occur under quasi-equilibrium conditions. The amount of energy absorbed

depends on the surface reflectivity R (= [(n-i) 2 + k2 ]/[(n+1) 2 + k2 ], n
& k are the optical constants) which in turn depends on wavelength ()

(figure 1), temperature (T) and to some extent on surface morphology. R
normally decreases with decreasing ? (figure 1) making U.V. wavelengths
more favourable. Note that on melting, metals show a drop in reflectivity
as do solid surfaces with increasing rugosity 5 . The surface temperature is
determined by the volume of metal (v) heated by the absorbed energy and its
thermophysical properties. For a uniform surface irradiance, v is
proportional to the thickness of the heated layer. Two situations are
possible: 1) in the first case, when 10 > 'T (where 10 = X/47rk is the
optical absorption depth and 1T = '2DT is the thermal diffusion depth,
where Tis the pulse duration, D = K/CvP is the thermal diffusivity,
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x is the thermal conductivity, Cv is the heat capacity and p is the
density), then v - 10 ; 2) in the second case when 10 < 1T, v - 1 T . For
metals, a typical value of 10 is 20 nm while typical values of 1T = 1 Jim
(ns pulses) and - 50 nm (ps pulses), with D in the range 0.1 - 1 cm 2s-1 ;
i.e. 10 < 1T . The average temperature rise in the heated layer is given by
AT = [IOC]/([Cvp2DT] where I is the absorbed portion of the incident
irradiance. If the amount of energy absorbed by the effected volume equals
or surpasses the heat of sublimation H., then a fully developed evaporation
regime establishes itself which is characterized by the threshold Ithr -

Hsp'(D/T). Carrying out an order of magnitude calculation (taking H=
10 kJg -1 , p = 10 gcm - 3, D - 0.5 cm2 s-1 ), one gets values of Ithr equal to
106, 108 and 1010 Wcm-2 for respectively ms, ns and ps pulse durations.

Breakdown of quasi-equillibrium

In what has been stated so far, a quasi-equilibrium situation has been
assumed. In reality, for thin film deposition, when working in a fully
developed evaporation regime, this is far from being the case. Thus the
above description can only be considered as a poor approximation. Indeed,
under intense laser irradiances, the normal optical response of a metal is
no longer valid as all target materials breakdown into a highly absorbing
state (heating rates can reach over 1012 Ks-" resulting in surface
temperatures of several thousands of Kelvin in less than a nanosecond) . A
number of authors have commented on this fact 1, 6 - 8 of which ref.7 includes
a coherent explanation based on a metal-insulator transition of the melt
which becomes a liquid dielectric as the interaction drives the temperature
to values of the order of the critical temperature T. (the temperature
above which a substance has no liquid - vapour transition; i.e. a substance
cannot exist in the liquid state above Tc regardless of pressure) . The
recoil pressure of the ejected material which permits the melt to reach the
critical state is of the order of 103 atm.7 , 9 .

In the quasi-equilibrium situation considered above, the thermo-
physical properties C,, K, p, etc were assumed to be constant, but the
extreme transient temperatures attained for fully developed evaporation
demand the consideration of their temperature dependence. A comprehensive

' -S oP .,. ss,.s- i

Figure 2. a) Reduced electrical conductivity GRED = /(T versus

reduced temperature, [T - Tm)/[Tc - Tm ] for K, Na, Rb & Cs; b) thermal
conductivity versus T for Cu, Ag & Au with listed values of melting point,
normal boiling point, curve maximum and critical pointI0 .
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review article by GrosselO for example, discusses the electrical (a) and
thermal (K) conductivities of metals over their entire liquid range from
the melting point Tm to the critical temperature T. (figure 2) . 0
decreases exponentially to reach zero at Tc (note that Gis related to the
optical constants via nk = paX/c where p is the permeability) and that
K varies in a parabolic manner increasing from Tm to a maximum before
gradually falling off to zero at Tc. Such behaviour is consistent with the
results and interpretation of ref.7.

PLASMA PRODUCTION

A feature of LAD is that the ejected vapour cften appears as a
luminous plume just above the target impact region. In this section, the
nature of this expanding plume and its influence on the interaction
processes is considered.

An interesting paper by Bykovskii et alI I reports a detailed study of
the neutral and ionic composition of the plume issuing from several metal
targets (e.g. see figure 3) for irradiances up to I0!0 Wcm -2 . At and above
ithr, the plume is essentially composed of neutral species (E = 10 eV, v =
1000 ms -1) with a second higher threshold corresponding to the appearence
of an ionic component (plasma). Further increasing I increases the plasma
density which in turn will increasingly absorb the incoming laser pulse
through inverse Bremsstrahlung processes, possibly resulting in total
screening of the target. In such a situation, the laser energy goes into
heating the plasma, generating high kinetic energy excited neutral and
ionic species which play an important role in the growth mechanism of tle
thin films. The energy zpectra of both ions and neutrals can reach up to a
few keV, the average ion energy always being higher than that of the
neutrals. Experiments also show that increasing I translates into an
increased kinetic energy of the expanding plume rather than an increase in
the proportion of excited state species.

Note that a plasma is characterized by a frequency op where 0)p2

[4ne 2n.]/me such that any frequency less than 0) is absorbed (n. is the
purticle density in the plasma) . Thus the cut-off plasma densities for a
Co2 (X = 10.6 pm), a Nd:YAG () = 1.06 pm) and an excimer (X = 120 nm)
are respectively n. = 1019, 1021 and 1023 cm-3 4. This means that for a
given irradiance value, more energy is coupled directly to the target for
U.V. wavelengths resulting in a much higher plasma density than for I.R.
wavelengths. Further discussion of the properties of these laser produced
plasmas can be found in 4, 8 and in a series of three papers by Gapanov and
co-workersl 2 - 1 4.
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Figure 4. Electron microscope images of deposited metal droplet particles,
with a measured velocity distribution for an Y deposit (1.064 pJm/20 ns/in

Jcm -2 ) ; insets show rotating substrate device and scematic diagram of a
typical deposit.

MELT EJECTION

The major inconvenience of LAD is due to the recoil pressure of the
escaping vapour plume acting like an acoustic "jack hammer" on the melt
surface with the resulting effect of flushing out the liquid metal from the
impact region, giving rise to a crater and a spray of liquid droplets of

size 0.1-10 pm (figure 4). These droplet particles can constitute a mass an
order of magnitude greater than that of the ejected vapour and are
deposited on the substrate spoiling the film quality. This melt ejection is
obviously a threshold limited phenomenon (depending on melt density,
surface tension, recoil pressure,..) and it has been modeled by a number of

authors 1 5 - 1 6. Unfortunately, it always occurs when operating in practical
thin film preparation conditions with fully developed evaporation. Other

contributing mechanisms than the above have been suggested1 , 8 , 1 7 as well as
several possible methods for solving the problem1 , 1 4 ,1 8. Given that the
average velocity of the droplets (= 200 ms -  - figure 4) is orders of
magnitude lower than that of atomic and ionic species (104-102 ms--), the
idea of a mechanical velocity filter is a simple and feasible solution to
the problem. The idea consists of intercepting the droplet particles in
their flight path from the target to the substrate. The choice of a maximum

Substrate

_Rotating dsc

Target

Figure 5. Diagram of a prototype UHV compatible

velocity filter designed to rotate at 500 Hz.
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cut-off velocity of 1000 ms -1 and of a tyDical target-substrate distance of
10 cm, determines a shutter time of 1 ms. This can be achieved by rotating
a disc (r = 10 cm) with a 5 cm slit at 800 Hz (circumferential velocity of

500 ms-1 ) (figure 5)19.

CONGRUENT EVAPORATION/DEPOSITION

Congruent evaporation of a multicomponent target is achieved using LAD due
to the fact that with intense laser pulses, temperatures of several
thousands of degrees are reached almost instantaneously resulting in the
simultaneous evaporation of all elements irrespective of their equillibrium
vapour pressure versus temperature behaviour. It also depends on the
complete thermal cycle associated with melting and resolidification being
faster than the time necessary for alpreciahle segregation or fractionation
of the different species to occur via atom-. diffusion. Using values for D

0.5 cm2 s- i and a typical value for Datom (the atomic diffusion coefficient)

Table I. Melt depth, resolidification & diffusion of metals versus T

Pulse duration: T 35 ps 20 ns 1 ms

Melt lifetime: tnelt in3 1 ms 36 ms

Melt depth: q2DT 60 nm 1.5 m 0.3 mm (300 pUn)
Solidification vel:u 100 ms

- i  
I(

-3 
ms-

I  
!0-' ms

- I

diffus ion distance:
'[2Daroy/u] 1.4 A 36 nm 0.1 t

Note: Typical values of 0.5 x 1o
- 5 

cm
2

s 1 were taker. for re *,-ctvelyu; "

for liquid metals of 5 x 10-5 cn2 s-< , 20, one can see in Table I that the
diffusion distance (= NI[2Datomyiu], where y is the inter-atomic distance
= 2 A) associated with the passing of the solidification front (at a speed
u) is much less than the melt depth. In The case of r.s and more so ms
pulses, diffusion distances of greater than y may lead to some
segregation to the surface, but in spite of this, stoichiometric
deposition is still maintained, even by abl ting with repetitive rastering
of the laser beam over the same target surfa'e region.

PLUME - SUBSTRATE INTERACTION

The laser produced plume which can nave particle densities up to 1CIt

cm -3, expands rapidly into the vacuum towards the substrate and can qive
rise to instantaneous deposition rates of up to 10-

' As', a condition not
possible in other vacuum deposition teclo iques. Such a situation gives rise
to an "effective vacuum" a few orders of magnitude lower in terms of
impurity incorporation. These large particle fluxes are characterized by a
high degree of supersaturation, A, = kT ln(P/Pe) (where T is the plasm,
temperature and P & P. are the actual and equilibrium prussuies in the
plume. Meter and Meteva 2 1 have proposed a kinetic ,odel for the nucleation
and growth of thin films for such far-from-equilibrium conditions. They
propose an analytical expression to predict the mean monolayer coverage at
which a film becomes continuous as a function of dcposition conditions and
material (film & substrate) properties.

Given the presence of high energy species in the plume, partial
sputtering of the substrate and resputtering of the film may occur, giving
rise to a collisional region at the subr-r;.Le surface which acts as a
thermalizing zone for the incoming fli, It has been suggested that such a
condition favous epitaxial growth. Congru-n deposition is also favoured
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since the collisional region acts as a remixing zone to compensate for any
segregation that may occur in the inertial expansion of the plume from the
target to the substrate. Note however that for the appropriate LAD
conditions, the tendency in any case is for no segregation to occur due to
the high supersaturation: i.e. the inertial expansion is diffusive
hydrodynamic with the mean free path M<< the target - substrate distance
d, compared to a more conventional situation of a free molecular flux,
where with M > d, expansion can lead to segregation.

Other parameters play an important role in the plume - substrate
interaction, such as substrate temperature and morphology and parameters
particular to a given experimental situation (such as the interaction
chemistry of the ablated elements and the elements in the substrate,
etc..) . In fact this whole area of LAD is the least disposed to a
systematic type study as is evident from the few reports in the literature.
Indeed, a general description of the kinetics of thin film growth for
equilibrium conditions is itself an enormous task whose present status is
far from complete.

DISCUSSION AND CONCLUSIONS

At this point, some general statements can be made about LAD of
metallic thin films.

Firstly, the choice of laser wavelength is not critical so long as the
irradiances are high enough to cause fully developed evaporation of the
target. The most practical lasers from this point of view are pulsed
nanosecond Q-switched Nd:YAGs and excimers with energy per pulse of the
order of a Joule, which easily generate the necessary irradiances and can
be operated at high repetition rates. The disadvantage of going to ps
pulses is that the threshold irradiance increases, similar energies per
pulse as for ns are harder to attain, evaporation is less efficient and the
damage threshold for the laser optics is more critical. For ms pulses,
while the evaporation is more efficient, the melt ejection problem is
considerably worse due to the large melt depth. Furthermore, the necessary
irradiances (depending on the focusing), require very large pulse energies
(= 10 - 103 Joules) . Such lasers are more suited to industrial type
applications such as drilling and cutting given the large crater depths per
pulse (up to a millimeter). Nonetheless, they still can be used to deposit
films, and, as the average energy of the species in the plume is low (= 0.5
eV) compared to working with shorter pulses, one can get very smooth films
and sharp interfaces due to the absense of high energy induced damage and
mixing 1 4 , 2 1. However, deposition rates of 0.1 pm per pulse 1 4 exclude the
growth of ultrathin films of nanometer dimensions.

One process however, which is sensitive to wavelength is the laser
pulse - plume interaction. Given that I.R. wavelengths are more easily
absorbed than the visible or U.V., they will generate higher kinetic energy
species (through plasma heating) but lower particle densities. On this
basis, choice of wavelength will depend on the trade-off between the
beneficial effects on the film growth mechanism2 2 and the induced damage of
energetic particles. In practice, !AD will always generate particles of
non-thermal energies ( 1 eV) even for near-threshold ablation, thus giving
high adatom mobility on the substrate and favouring epitaxy in the absense
of very high energy species ( 100 eV) . The epitaxial YNi5 films of ref.2
were grown for such near-threshold ablation conditions.

Another advantage of near-threshold ablation is that much less melt
ejection of droplets occurs than for far-above-threshold ablation. However,
deposition rates are low. It is also possible to reduce the amount of melt
ejection by defocusing the laser beam to irradiate a large surface area.
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While melt ejection will still occuriO, the droplets will follow laterally

divergent trajectories from the evaporating surface normal 2 3 (i.e. the
direction of expansion of the vapour plume), as opposed to emerging as a
collimated jet for a tightly focused beam. In such a situation, the

deposited droplet density will be a strong function of the target -
substrate distance. Such reduction in droplet deposition is also
corroborated by experimental results showing a 0-1 dependence for crater

depth per pulse at a fixed irradiance, where 0 is the irradiated spot
diameter2 4.

In spite of these facts, if one wishes to exploit the versatility of
LAD for a wide variety of materials, it is much better to have a process-
parameter-independent means of dealing with the droplets such as the
velocity filter described above (figure 5).

In conclusion, it may be said that LAD is a very powerful thin film
preparation technique, the potential of which is only beginning to be

exploited in the field of magnetic thin films and multilayers. Some of its
aspects have been discussed in this paper with particular reference to
metals, with the aim of identifying some general trends to act as
guidelines for its use in the growth of droplet-free, ultra-thin, epitaxial
films. An extensive review of LAD can be found in the paper by Cheung and

Sankur I , including discussions of other aspects of the technique not
addressed in this paper.
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Exchange Coupled Films for Magneto-Optic Applications
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ABSTRACT

Exchange coupled bilayers are used to provide improved Kerr effect signals in
magneto-optic storage media. The effective bias obtained by coupling one film to an-
other can be used to control the switching characteristics of the medium. In simple
systems the coupling can be characterized by an interfacial wall energy. When the
magnetic layers are thin compared to the wall width, however, the wall energy model
is not expected to hold.

INTRODUCTION

Magneto-optic digital information storage uses the Kerr rotation of the medium for
data readout. The medium must also have certain magnetic characleristics suitable for
stable information storage including perpendicular easy axis magnetic anisotropy. a
square loop, and a high coercivity at ambient temperatures. It is sometimes difficult to
find a single material with both ,ood readout properties arid good storage properties.
This has lead to the suggestion that the medium be made of two materials exchange
coupled together. One with good square loop properties is used to store the information
(called the storage layer, ST). The other serves as a transducer for magneto-optic
readout of the stored information (called the readout layer, RO). The RO layer must
have a large Kerr rotation at the wavelength of interest but it need not be optimized with
respect to coercivity or squareness. The magneto-optic (MO) Kerr effect only samples
the magnetic state of the surface within the optical penetration depth. This makes it
possible, in principle, to exchange couple two layers so that one largely controls the
information storage characteristics while the other provides a larger Kerr effect readout
signal.

Exchange coupling to improve the signal/noise ratio (SNR) at the wavelength of
interest is not the only application in MO storage media. Other applications come from
the offective bias field that one exchange coupled layer exerts on another. These ef-
fects are a consequence of the energy of the domain wall at tihe interface between the
two exchange coupled layers. The effective bias field influences the switching proper-
ties of the couple and may be used in direct overwrite systems which make it possible
to write or erase data without switching tile applied magnetic, field. Several direct
overwrite systems using various combinations of exchange coupled films have been
demonstrated3 ' 4 . The adlustment of the exchange wall energy is an important require-
ment of making these systems practical5.

A third type of MO system where exchange coupling is important is in magnetic
multilayers. These are multilayer stacks of a magnetic elpment, typically cobalt, with a
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nonmagnetic meta! in between. There is interest in these materials for MO applications
because thpy have perpendicular anisotropy and square loops when the Co layers are
in a ce rtain thickness range 6 . This anisotropy seems to be associated with the interface
between the magnetic and the nonmagnetic metal. One relevant question is are tIe
magnetic layers exchange coupled in these systems? Recent results suggest that in
at least some of these systems the intermerldiate layer elemlent has a magnetic rnoment
and is antiferromagnetically ordered. The magnetic moment and optical properties of

8the filler metal also influence the MO properties of the mullilayer
In this short review the emphasis will be on a simple model which considers the

exchange coupling in terms of the wall energy at the interface between two layers. The
limitations of this model when the wall width is greater than the filnr thickness will be
discussed. The use of magneto-optic techniques for extracting information about the
wall structure will also be described.

FXPERIMENTAL PROCEDURE

Films of amorphous alloys of the rare earth metals (RE) and the magnetic transition
metals (TM) were typically prepared by evaporation of the constituent elements from
individual electron beam sources. A multitarget sputter gun deposition system was
used in some cases as described elsewhere2 . In all cases the layers were deposited
without breaking vacuum between layers. The films were characterized at room tem-
perature on a vibrating sample magnetometer and magneto-optic Kerr loops were made
at room temperature wiih the light incident on the films surface as well as at the film
substrate interface. Faraday loops were also made at room temperature on the same
apparatus on all samples that were thin enough (>80 nm) using a HeNe laser operating
a 633 rim Selected samples were studied in a magnelo-optic spectrometer in the
wavelength range of 450 to 750 nm. The optical dewar is equipped with a 70 kG split
coil superconducting selenoid and the sample temperature can be controlled from 1.2
to 300 K.

EXCHANGE COUPLED BILAYERS

The simplest kind of couple to consider is a high Kerr rotation readout layer with
a low coercivity and a high coercivity storage layer where both layers have perpendic-
Wlar easy axis anisotropy with Q 1 (Q HK/47rMS where HK is the anisotropy field). The
switching field which is the effective coercive field of the couple has been treated by
considering the energy difference between the initial and final states. There are three
types of systems depending on whether the films of the couple are on the same (Type
It) or opposite (Type I) sides of compensation or Type III in which the rare earth sub-
networks are oppositely oriented when the TM subnetworks are pointing the same di-
rection (see Figure 1). We will only consider the Type I couple here: the other cases
are treated in references 1 and 2. In a Type I couple, Fig. 1, the iupper layer is TM
dominated and has net magnetization M, and tire lower layer is RE dominated and has
net magnetization M7. In a large applied field the net magnetilation of both layers will
point in the field direction as shown in the figure as state 2. The subnetwork
magnetizations in the two layers are pointing in opposite directions in the two layers.
Since the spins of a given sublattice are ferromagneticaly exchange coupled, it is en-
ergetically unfavorable for the spins to change direction abruptly at the interface. Thus
a wall must form at the interface in which the spins change direction gradually. The
energy per unit area of the wall a w is the main barrier to switching the sblattices to
antiparallel orientation and thus largely determines the switching field. As with a 1800
Bloch wall the wall energy is given by:

-w 4/Ak- (it

whnrp A is the exchange stiffness and K, is the anisotropy energy. The wall will form

in the lower anisotropy material, in most cases, bo(;anse tire wall energy is lower there.
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The wall width for a 1800 Bloch wall is given by-

(I - JA/KJ (2)

so if th low anisotropy layer is very thin the wall width may exceed the layer thickness
and the simple interface wall modelI would no longer be expected to be valid.

To use a RO layer to read the stored data it is essential that the films be strongly
coupled. In other words, tile field to switch from state 1 to state 2. H 12 must be greater
than the field needed to reverse both layers together, H14 . The switching field of the
bilayer is calculated, following Kobiyashi et alI from the difference in free enroy in the
initial and final states. In the initial state, Type I state 1, the total free energy is

El = +Mlit1 H -- M52t2H (3)

The final state. Type I state 2. has the free energy:

E2 = -MslttH --Ms 2t2 H I t7w  (4)

where Msi is the saturation magnetization of the ith layer, t1 is the thickness of the ith
layer. H is the applied field and e7w is the interfacial wall energy per unit area. When the
free energy difference between states 1 and 2 equals the coercive energy given in this
case by 2MsttlHcl because only layer I is switching, then the field H-H 1 2 will be
needed to switch the couple. Therefore:

E -E2 - 2Ms1tiHcl (5)

-H
H12= + 2M7lt - Hei (6)

When both layers switch together the wall term drops out because the wall is the same
in both the initial and final states. The switching field is given by:

MsH ltHI IMs 2t2Hc2
H14 - M 1tl I M, 2t2  (7)

The switching field in this case is a weighted average of the coercivities of the individual
layers where the weighting factors are the Mst products.

The results of a study of the thickness dependence of the Kerr signal and the ef-
fective coercivity, H 14 are shown in Figs. 2 and 3. The Re layer was an amorphous film
of Nd20 Tb5 FeCo75 with a Kerr rotation of about 34 min. at 633 nm and a coercivity of
0.9 kOe. The ST layer had the composition Nd 10 Tb 20 FeCo70 with a rotation of 17
min and Hc of 5.3 kOe. As the R0 layer thickness is increased the Kerr rotation in-
creases to the bulk value of the RO layer when its thickness is 20 nm (200 A) or over
(see Fig. 2). The coercivity decreases monotonically following the calculated switching
field, H14 given by equation 7. The other calculated curves in this figure show the de-
peridence of the switching field on RO layer thickness with the ST layer thickness as a
parameter. This example shows that it is possible to double the Keri rotation with a
RO layer but the coercivity of the couple is about half the value of the ST layer alone.
Also, this improvement can only be obtained when the total film thickness is fairly large,
160 nm (1600 A ).

Exchange coupled layers of CoPd on amorphous ThCo alloys have also been
studied. When deposited as a single layer, CoPd has weak perpendicular anisotropy.
This allo0Y has a high rotation at about 400 nm making it of interest for high density
storage . These systems are similar to exchange coupled RE-TM systems shown in
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Fig. 1 but with the RE subinetwork magnetization vector reduced to zero in tle upper
layer. When the films are on opposite sides of compensation, as in the couple
CoPd/Tb25Co75, the system is Type I. In the case of weak perpendicular anisotropy.
however, these diagrams are only appropriate for the saturated states wh-n the net
magnetizations of both layers are forced into the direction of the applied field. Consider
Type I, state 2 with the net magnetizations of the two layers pointing in the same di-
rection. The Co subnelworks point in opposite directions so there must be a 180' do-
main wall betwepn the layers in a saturaling field, in) lhe case of a simple Type I RE-TM
couple, the system cani relax whP'en the field is removed so that there is no wall at th

interface (Type I, state 1). If. however. the read oud layer is an in-plane material its
magnetization will go in-plane whe ilthe field is removed. Il this case, state 1 will con-
sist of a RO layer with its magnetization in-plane and a RE-TM layer with perpendicular
spins. The spins will not turn 90' abruptly, at the interface but rather will form a wall
of a different energy, rwl, in state 1. The switching field will depend onl the wall energy
difference An w (-(w 2 - ew) which will always be less than the case where there is no

wall in state 1. This means that H12 will be smaller when the RO layer is in-plane. The
CoPd/TbCo couples behave more like the in-plane RO layer case with a 900 wall in zero
field.

Since the polar Kerr signal is largest when the magnetization is perpendicular, an
in-plane RO layer gives a weaker MO signal. On the othr hand, if the in-plane RO layer
is comparable in thickness to the wal width, most of the spins will have a projection on
the perpendicular axis and will contribute to the polar MO signal. In fact, because the
wall width is inversely dependent on tne perpendicular anisotropy. Eq. 2, a low
anisotropy (in-plane) material will have wider walls. The wall width inl the CoPd films
(-an be estimated from the exchange stiffness, A, tie Q and M. The loop character of
tne CoPd alloy is rather like that of a hibble domain material indicating that Q is.ahout

1 (Q=Hk/4zrMs). It is convenient to express K,, in terms of Q using fhl' (tefinition of
flk=2Ku/MS so that:

K, - Q(2rM2) (8)

Then Eq. 2 can be expressed:

-1 \A/(2TM,) 19)

For CoPd, 4rrM, is 8000 G giving 21rM s = 25 6 a A
2m5-2.'5x10 ergsfcni' and A is 4x10 6ergsfcm. If

Q - 1 equation 9 gives a (5 of 12.5 nm.. Thus in lhe weak perpendicular anisotropy
range with Q equal to or slightly less than 1, the wall width can he expected to be
comparable to the thickness of the RO layer.

The Faraday rotation can be used to extract information about the portion of the
CoPd film with a perpendicular orientation. Most probably, the spins in the CoPd turn
from the perpendicular to the parallel direction as in a 900 domain wall. There may be
however, some thickness which maintains the perpendicular orientation before the 90'
wall. For simplicity, we have modeled tie system by dividing each CoPd layer into two
regions, perpendicular at the TbCo interface and in plane beyond a critical thickness.
t x from the interface. We can expect tx to be of the same order of magnitude as 5 hut
somewhat smaller because all the spins in the wall are not perpendicular. When the
CoPd thickness Q2) is less than the critical thickness (tx) the remanent rotation (OFrem)
should be equal to the saturation rotation (0,,,n,) because all the spins in tine CoPd are
perpendicular and contribute to the rotation in both cases. When t2 - t. only the spins

within the thickness tx will contribute to tile rotation in the rernanent state. The differ-
ence in rotation is then given by:

t2  tX
OFSut - OFRemil - A 2( .)(10)

It I I t

We know 02, the saturation rotation of CoPd (1.9x10 50/cm at 633 nm) from independent

94



f RE T E TM #S 4 RET tT fMSl *REIT MS1

tRE TM f Ms 2  tRE TM ItMs2 4 RE tr M sC2  Ms2

tato I ow 2 SUU 1 xtato 2
Type I Type I

fNd t TM ItMS1 N T MS1
77777M ................777T77

i nauto 1tt 2

Type III
i2
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Fig. 3 The bilayer switching field, H14 as a function of the RO layer thicknss with the
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measuremrnts so we can Pxtract tx from the thickness dependence of A0. In rpf. 8, tx
v,-s shown to be typically 6 nin for a triple layer film with CoPd on both sides of
Tb1 sCog5 and 4 rim for a double layer film with CoPd deposited first. When the exchiange
coupling was broken by exposing the CoPd to air before the Th 15Co 85 deposition, I was
7ero.

CC)INC L , IS I CNS

Several kinds of magneto-optic media depend on exchange coupling to obtain im-
proved perforrance. In RC/ST bilayers the improved Kerr readout signal requires that
hoth layers switch together so that the magnetic state of the Re layer accuratply reflects
thp rraqnotic state of the ST layer. This requires that the interfacial wall energy be as
aiq- i as possible so that there is a large barrier to decoupling of the layers 5iI direct
ver.vrile applications the wall e-nergy must he adjusted to an optimal value. As is-

clss nd in this paper, the switching properties of the exchange coupled bilaypr are a
kind of weighted average of the individual film properties. The switching properties of
Ihe Re layer. therefore, are not completely irrelevant. Also, the Re layer should h as
thin as possible because thickness enters into lhn weighting.

When the RO laypr is inplarie or has weak perpendirular anisotropy nly a small
thicknrpss of the RO layer will remain couipler in the, rnmianent stal. Bpcause of the low
anisotropy in the RO layer a 90' wall tnds to form in thn rrnanrnt stat(,. The wall width
will be comparalp to the thickness of the Re laynr, thn penetration (tepth of thn light.
However, the spins closest to the interface are perpendicular or near perpendiuular so
Iley still contribute to the polar Kerr signal. The rffective thickness of this pnrppdic-
ular layer in CoPd is 3 to 4 nm. In this connection, a few commnnts are in orrer on the

11tecthiologically important cotiple of PtMnSb/ThFP . This couple is of interest becauseS12
ltMnSI) has the highest Kerr rotation at room teniperatuire of any known material . The
,PilSh has no perpendicular anisotropy so a 90' walt would bp Pxprcted in the
mmaon rt state. It may be that the MO rotation of the wall spins can account for somer3
el ihe anomalous Kerr loops observed with thin (12 nm) PtMnSb layers

In reultilayer metal films the individual layers are mirch thinner than the wall width.
Theser systems are fiurlimr complicated by the fact that the metal between lhre Co layers
is typically nonmagnetic or antiferromagnetic. Understanding the exchange coupling in
these multilayers will probably require a much more atomistic picture. Magneto-optic
spectroscopy may become an important tool in the analysis of the type of coupling
present in these multilayers.
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INTROIDJCTION

The magnetic domain structure in Co and (o-based alloys is strongly influenced by the
pronounced crystalline anisotropy of' hcp Co. The energy associated with this crystalline
anisotropy is given by:

Ea = K, sin'O + K, sin144 +...

where K and K 2 are the first and second anisotropy constants respectively and 4l is the angle
bctwcen the rnagnctisation and the c-axis. At room temperature K I and K 2 are both positive
and KI is greater than K , which results in a strong easy axis along the c-axis direction. At
tcmperaturcs above 325'L both K I and K2 arc negative and the easy axis lies in the basal
planc or the hexagonal unit cell. lBetween t245'C. and 325'C. : -K.I 2K 2 and thc casy axis
lies at an angle 0 to the c-axis' which is given by:

0 = arcsi,( -K,12K2)"'

Figure I. shows the anisotropy energy as a finction o" temperature for various angles oFthe
tnagnctisatiotK. It is ohvi~hs fi'on this plot that not only (toes the easy axis direction change
firom the c-axis to in-plane, but that the strength of thte anisotropy decreases from its room
temperature value to a ninimum around 280( and then increases again as the easy axis
rotatcs into the hasal plane.

60" 0L.

Tompalroture. (*C)

Figure 1. Anisotropy ctiergy oi" (o vrx temnerture Vor \ariom, imples bow\\'.'n Ni and the
c-axis.
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I lie va riaition of Mhe easy axis direct ion withI temperatu re has heen sitidied by a numbecr
ol gi ouips lisiliv L ort C/ elect ron miicroscopy, mostly ini well. annealed singlc crystal sarnpc%
and( tilie rotato Cou f, tilie Ca sy a xis with inlcreasing tempera tiirc haq hecii cxperisncmally
verilie(V'A I Iowcver, the efkd of' the change in the aisotropy direction onilic donmain
Struci ore o lycrvstallne (I0 fims has no been investigated onl a iromiagnictic salc.
Neilher haNS the eflet or Ihe change i Ihe Nimrngi I ofr the liniumoliyop onl thc nicromagrctic
domiian .struictuire been studied.

Ini this work the domiain structure,- in single crystal aind poly!crvstallinc (Co filmqt hiave
been investigated as a Hiiiiction of tcnipcr-ature; fiolu 20" to 3161( inl thle cause of ilic single
crystal sample, anad froni 20'C to 4f()( in the case or thle polycry'stalline saniplc. 1 hc
tloniaiin patterns were observed using diflercnt jal phase cooil rat I orvti/ trans-migsion
elect ron mlicroscopy' (hlerea Q er ca lied I) P().

lFXPFRlM IFN]'

[hle AFInC crystal sample used ill this work was Prepatreud fi-on a single crystal Co ingot by
miecha nicalI polishing andl finally ion milled to electron trmanspa rency. No annealing wa%
carried out aftecr thle mple was tliiumed andl as a result ma n crystallographic twins were
seen ini the sample. Ihe polycrstalline sa nple was a 360A thick RA ninmgnctron sputitered
(W Hohil on a 2001A thick U r uinderlayer. A S iN 4l inembrane" Was used as a1 substrate For cast:
of observation in thle *lh M.

[he mlicr-oscope usevd fIr the investigaltion twigas .1 )I..1 ENI 211 IT11NI ith a
scaniining attachmnent [he nlicr~oscople has alli eight segmnt Posit ion sensitive detector ror
D)P(' imaning andl computer cmo t trlle imaige ac~tIpisitiol. bothI of which hiave been described
elsewhiere - . [lie I)C l(t chniq Ile ha sically Iaps out the itegrated iupipln induction at the
sa mple hy mecasuiring tle angular deflection of' thle beaml (lte to thle samlple at each Point in
a reg~ular faster ;call.

[he samples were heated in Sit ti inl the microscope using .a ( ,TAN 628 single tilt
leau iiig holde.. in, thIiis holder the siiiple is cla inped bet wee two tantalum washer.- to
ensuire good t hernialI contact wsith ile resist ive heatlin g element ill tile holder. A
theriocouiple onl t hc heating element incamsores the tempreratune at the mample with anl
alccuiracy of ± I 0" Th roughout the exp-er-imen"t tilie pr-essuire ini thle sample Chamber was
IH h tomT ast niasi ired onl +h-emivroscopcton. gange.

lIiitial domain structtures w-itin the samples were generated by applying anl extcrn'll
magnetic field. In I he case of' le single crysal llt the field wam apjplied by tilting thle samnple
in thle niicroscope and activating tile objectiv ellt-,. The ext ernal field fiw "the polycrystalhine
sai iple was provided by a comniecil ac taPe era s. In ths case t he Hl was fplieid in the
plane ofitlie filnm. No tanetic fields, weCre applied du tring thiltehealing experimet Iitsl

Singl (Tym'.a( o

I igure 2 shows a series oh I)l' images of tilie domaiti s grod re, in thle single cirystal 0)
ili as a kl'ttioii of, teipetatime. T[le roomn tempatlure imiage (2a) shows a series (11

domiains running almost veit ically' act'ss thle imge (the aIernat ing areas o' lack atnd white
contrast) separated by ISO"I walls, [ile slight jog ol'the dotmainis to the ll ini the c'emire cf'

lie imge is due to tilie pr-esetice of'a crystallograpihic twin, Analysis of' this itmage and lte
Coniplimniitatry orthogonal lPl'I iniae Lidcaes tOat tile iantsto within the do11mills
is almost entirely parallel to tlie domai1111nolls. Thie narrow domlainls oll either side of'the twit)
remin a constantl width aflmost all tilie way it) thle twinl boullkaries, and only very eloxe In
these bounldarlies do u hey increase it) acu'oiiiiodate the larper domaills in the lwiili, This is,
indicative of it strong pnisotr-opy' Ihiiing the magnvietisat ioln with i le iti-plant: pro'jetionm of
le c-a xis logelt' N'th itIi tlie mnitulsa t on of' din rge ill thle walls, As theil rane is

itcreased tilie number ofr Smaller dltmiaills decreases, problvN sltte ill INat to theymall
a1ctivillion, litd tilie on hrow dotliutits which attavih to Ihose inl t*h t win vihange Riom a 'il
plass" 0hapev into 1 tmole trianular1" slma pe (Hia 21) In thIN "ms Tvi ii etimattoOi 1%tmll
almuost 11ar1llel1 to tlite walil, however a1 ue i netion ill tihe st rellgt Ill If te anisntm'oliv ollowx the
mia gnsliet51111 toi rotatle w~ill hi reec to tile C-a xi antd thle lemigt h (aliki Illreflock\ t'tal "me gyl
1)( theV domanin wall is reduced, Note that lte v-iaxis sholdtllM be lte vasyx at m I~
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I igni c 2. l)PC images of single crystal C o at at) ?0t'"U. I 150'C 0 270'(' anTd d) 11

te IIpIera t tIIre. In figure 2C thle teinperiflture hast been increased to 270"(' and here the
tnlagietisaltion is no longer locked to one dirction within each dominij but Naries sniciothlv
Froim point to point. 'At thi~s temperatne there is ver - little etiergv difference betweenl
pointing parllel or perpendicular to fihe easy axis (Mlich is somlewhIere betweenl tlic c-axis
anld thIe basa IpIIan IC) (see F~iguire I).At 3! 16( . fig ure 2kd. thec ( domIin boundairies arc running
approximateix liori/ontaullv and tile iaglietisatioi is nlow pointing at 90t, to its initial
direction. I his is due to the increased strenlgthl of thle aikotinpv ill thle balsal plane. OnI
Coolillig to roomi teniperaIture the origiiial mniaetilliioit dirc tiots ;Ire regained but thle final
doinl strulctiure has omebc wider domlainls thlltile initial room tetuperatitre structure.

Polvcrstallitic C o

I Ile doma1.in structures i thfe polv ctvstAlliie N iittple ate slio~n iil igiigre 3. Iltiages 3at
atIll show two orthuogotial images of the santle ~OeM it romln telipcrinre. I mmil lit it Call
hle seen that thle doitnainl structureV COTIsists (If wide dIOtiJ;iis ru~iing Fromt top left to bottom
right wsith tile tttogtetisaitioi rumntingTI it) aIpprox\itt;utelv tile samel dlirction0. Withimi thle
domiainis there is a small scale ripple strnetuie (fig 311) wluict is a cha~racteristic leaure of,
these ra ttdotilli orienited pol.%ery, stahlitie Ifil atnd indicates ;I sitlall des iatioit of thle
iagruetisationl to either side of thle ntecaun direction. At thle dontainl wals the ripple oil either

side of, thle wall comlbinle to lormol vortex structures which caill ble identified inl figurte 31' bx
their simuilarity tn topograuphic katuire-s viewed From thus e tiunder oblique iluminaition (e.g.
indicated feature itt fig 3h). [hie sitaller. thle scale of thle ripple struc(ture in) this itspe of'
material, the higher the dentaignetig fields associmied w\it h it and therefCore thle highler thle
coercivit\ reqhuired to imltimttauit it.

lVigiiic 3c shows the saiie area of the filtit il aI tu'iiruire of l?') C . [lhe ovetaill lairge
scale domain strumcture remtains essentially ' vnel anged Front that inl figure 3b, Itoxsve thle
smtall scale structure has changed quite draiatic';tlv: I[le tipple structureI \vithltilte
dotiains. has almost comlpletel * disappeared leavinge behintd oityvfthe vortex fins Closure
structtires at the walls. Af'ter thle initial loss of the smitall scale ripple (betwecen l1t0 amid 200'C )
thle strnlcture remnains relativex uintchatnged tip tmitil ipproi-ittitelv 27(0 C at which point
there is af mitaked rednctioni inl tile itinther ofI orice long thle (1diiiutll H, as canl b-e sel
ill figure Id, together with itl increase inl tilt sp;itial exitent of, thle teiltilittitg x ortices. [1lie
comicltiiol Fromn this is that there is ito strong easy axis dirctioit at this tenmperature anid that
eschtaige antd dentlagnectising eflects act together to muaitumain tlte flit closore of' lite vortices
while incereasing thle scale of Cohecreiutly itagnetised regions within these strimctures. As tilc
tetuiperature is increased Further to where there is oice again aI strong easy asis directioti a
sima~ll sea Ic ripple struictutre reappearIs (fig 3C), fie e.tlie spacLinig and1 scWle ohI th\OrtiCes
(loe.; not dec'eam tnoticeal\N Wheti the samtple is cooled tol roomu ituiperature (fig 31) thle
larie scale \ortes stroctture persists and ;i;lou~ia 'titll scaleC rippte striulitre is presetut. it
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IFigic~ 3. Do mains inl pokvcrxddicC at ai) & h ('c 10C()21Vc 0 'f 0(

is very stroingly influencedI by thle rt M-itr ingistoamcwdeagur

room1 I Ciliperatilre ,la te.

Rc-applicationl of-an inl-plane ac ii totlStc as lliiied ognrte ie
Initial rooml temnperature state. produes a domain) Col iiltia t ioii \Xili scr ' sinilaipc al
and vortex spacing and si/c to LI tiilslo:ldc iig iw tlechzngces ote611 l-,f
heating are mlagnetic changes and nol irresersihle oxidatiion or ;Itr110t1al chanlges.

CONCH '.SION

It has been know I inyerthtthc nslo CntnsoC hne Pd~
with tcmperarutic in tile range Cror room temperatire filp to 4()0*( and the effcti I this
change onl tilhc eto f h ayaxsi eldcmne.II hswr ths ei i
th ttl hneiltl tegho'til anstroyleti a : inotca l ruse iltled a

structure ~ ~ ~ ~ ~ ~~I of Wu~c hnfnsnl rsakioanIa\ an I Ic aa ajo I-Oill ApI.c

temerauredciemenc o' dmai sIYXC1,1rc 011 adm' yefe ieganplcyTi i

7. lifeN hapman, I.R. woudyc anlike ~ i to hithank tolihe in NIo irl lr raolng onl
p lm..san ietiC s a pl e an .1 'fr ilfrp-pai)O ilsl r t a pe
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HYPERFINE INTERACTION TECHNIQUES APPLIED TO THE STUDY OF

SURFACES AND INTERFACES

M. Rots

Instituut voor Kern- en Stralingsfysica, K. U.Leuven
Celestijnenlaan 200 D, B-3030 Leuven Belgium

The combination of perturbed angular correlation spectroscopy and
inert gas inclusions in metals is presented as a complementary approach
for the study of magnetic surfaces or interfaces.

The attractive feature of hyperfine interaction techniques for the study of surfaces
and interfaces is their ability to directly probe spatial charge distribution around the
probe atom through the corresponding magnetic hyperfine field or electric field
gradient. Key experiments have been reported using the nuclear methods such as
NMR, Missbauer and perturbed angular correlation spectroscopy. The NMR
measurements' using nuclear spin polarized alkali-metal atoms on clean and oxygen
covered W(110) surfaces demonstrated the observation of an average field gradient
sensed by the diffusing adsorbed atoms. In recent experiments 2 using
conversion-electron M6ssbauer spectroscopy (CEMS) one could measure, by
approaching the surface or an interface, the influence on the hyperfine field.

For non-magnetic sp-impurities or magnetic 3d(4d)- probe impurities in
transition metals, the dominant contribution to the hyperfine field Bhf arises from

the Fermi contact interaction, thus the local magnetization density at the nucleus.
The exchange interaction between host magnetic moments and the electron screening
cloud around the impurity induces a critical balance between negative and positive
contributions to the hyperfine field, largely determined by the impurity charge and the
size of the impurity potential. While an experimental and theoretical consensus exists
on the surface enhanced magnetization, the Mossbauer work 2 on Fe (110) surfaces has
shown that the hyperfine field at the Fe probe decreases. The predicted oscillatory
behavior of the hyperfine field by going from the surface into the bulk region also
contrasts with the absence of Friedel oscillations in the magnetic moment of the
surface layers3 . Furthermore, the important role of the broken symmetry at the
surface reflects in the existence of a large electric field gradient at the surface layer, not
present beneath the top two layers 4-5 .

In addition to NMR and Mossbauer spectroscopy applied to the study of surface
phenomena, the application of perturbed angular correlation (PAC) techniques for
probe atoms at the surface of a nonmagnetic metal was successful8 and able to measure
the electric field gradient (efg). In those experiments, the electric quadrupole
interaction detected at isolated radioactive indium atoms on Cu surfaces has given
precise information on the magnitude as well as the orientation of the electric field
gradient at the surface and the outermost layers. Very recently7 , those PAC
experiments have been extended to the observation of hyperfine fields at magnetic
Ni(1ll) near surfaces positions. The results illustrate that even less than 10-4 of a
monolayer in probe concentrations is needed, allowing the study of any magnetic
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system. Furthermore, the nuclear-probe experiences an unique electromagnetic
hyperfine environment which facilitates the derivation of the magnitude as well as the
orientation of the surface magnetic hyperfine field over a wide temperature range.
Finally, coverage of the surface with three monolayers suffices to restore the bulk
hyperfine field value and to erase the electric field gradient.

Notwithstanding the success sofar, the tremendous efforts needed to prepare clean
surfaces and to deposit the hyperfine probe atoms on those surfaces, motivated us to
look for an alternative and more practical way to reach that goal. For this purpose we
refer to recent investigations8 dealing with the precipitation or bubble formation of
rare gases in metals produced either by nuclear reaction or ion implantation. It is
rather well established now 9, that the bubbles are overpressurized and in solid phase,
epitaxially aligned with the metal matrix. In the present paper, we discuss an
alternative procedure and results on a search for hyperfine interaction parameters for
probes at the surface of a magnetic metal, by using the interface of a rare gas inclusion
in iron10.

1. Outline of the hyperfine interaction methods

The hyperfine interaction refers to the coupling of the nuclear electromagnetic
moments (magnetic dipole and electric quadrupole) to the extranuclear
electromagnetic fields, originating from the electronic charge distribution in the
environment of the probing nucleus. Due to this hyperfine interaction (hfi) the energy
of a particular nuclear state split up in the m-sublevel components and nuclear hfi
techniques aim to measure this energy splitting which is proportional to the nuclear
moment-e.m. field product, i.e. uBhf and/or QV, The measurement of the
hfi-splitting in a particular nuclear state (see fig.la) can be done with the intermediate
of nuclear radiation populating and depopulating this nuclear state during the decay of
the radioactive nucleus. In Mossbauer spectroscopy the energy differences between
m-components in the excited and the ground nuclear state, connected by the absorbed
y-radiation results in an absorption spectrum consisting of different absorption
minima, their positions a direct measure of those hfi-splittings. The principle of the
nuclear methods is similar to conventional NMR to the extent that the nuclear
polarization, here governed by the Boltzmann distribution over the nuclear
m-substates, is not destroyed by an RF-field but rather measured by the resulting
anisotropy of the nuclear radiation emitted by further nuclear decay. By simple
detection of nuclear radiation in a particular direction, one selects a nuclear
sub--ensemble which is oriented relative to that direction. Therefore, those selected
nuclei contain an unequal population of the m-substates and the subsequent radiation
will be emitted anisotropically. In perturbed angular correlation (PAC) spectroscopy,
thus, the hfi-splitting within the m-multiplet of a single nuclear state can be observed
by measuring the time dependence of the nuclear orientation when this state is an
intermediate state of a -y-7y cascade. As a result of the interference among the
m-states (quantum beating), one may understand the frequencies in a PAC time
spectrum as reflecting transitions among the m-substates of the intermediate state.

The nuclear methods are "finger print" methods identifying, through its
hfi-parameters, the environment of a nucleus used as a nuclear probe. The interaction
Hlamiltonian of the static hfi consists generally of a magnetic dipole part, due to an
external magnetic field or internal magnetic hyperfine field, and an electric quadrupole
part, due to a surrounding charge distribution of non-cubic symmetry. The former
results in an equidistant Zeeman splitting given by the Larmor frequency wB=gllNB/h,

with g the nuclear g-factor, the latter in a non-equidistant splitting dependent on the
electric field gradient (efg) and eventually its orientation relative to a magnetic field.
The electric field gradient is a second rank tensor quantity specified by five
components : its magnitude V,, , its asymmetry =(V"-Vyy)/V.,. and its Euler
angles (a,3,y) defining the orientation of its principal axis system (PAS) relative to a
laboratory system. In case of axial symmetry 77=0 and no magnetic field, the basic
quadrupole frequency equals : wQ=eQVzz/(4l(2I-l)h) , with Q the nuclear quadrupole

moment and I the nuclear spin.
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Fig. 1. (a) Illustration of the hfi-splitting due to magnetic-
electric- and combined interaction, (b) the corresponding
PAC spectra and (c) their Fourier transforms.

In fig .1, we illustrate the hfi-splitting due to a magnetic dipole-, electric
quadrupole- and combined magnetic+electric interaction. In each case the expected
PAC spectrum for a polycrystalline sample is shown, along with the corresponding
Fourier transform. The equidistant energy splitting in the pure magnetic case results
in the appearance of two harmonic frequencies WB and 2 WB in the PAC spectrum. The
relative intensity of both frequency components depends on the orientation of the
magnetic field relative to the radiation detector plane. For instance, when the field is
perpendicular to this plane the first harmonic is absent, when the field lies in plane the
second harmonic is suppressed and in case of a random oriented magnetic field both
harmonics are equally intense.

The PAC spectrum observed in case of a pure electric quadrupole interaction,
which is due to the non-equidistant splitting, consists of three frequency components,
the third frequency being the sum of the other two. For an efg with rotational
symmetry (77=0) observed frequencies are wa, 2w0 and 3w 0 , with wo=3(m2-mi2)W Q )
their intensities also dependent on the orientation of the efg relative to the detector
plane. Finally, the PAC spectrum for a combined magnetic and electric hfi can be
decomposed in different frequency components dependent on WB, WQ, r and (a,0,7).
For the collinear case (03=0) or for cases where the quadrupole interaction is small
(wB>>wQ), the diagonal approximation of the interaction Hamiltonian is sufficient

and the frequency components are : NwB *nw0 <#> , with N=1,2 and n=1,2,3, while
<13> means the value of P 2(cos13) for an unique orientation or its average value in case
of a random orientation of the PAS relative to the magnetic field direction. In second
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order approximation, however, the symmetric frequency shifts around the Larmor
frequency is lifted and up to 16 frequency components (for I=5/2) may be observed
when (wBLWQ). In such cases the PAC spectrum looses structure, due to incoherent
superposition. In fig. Ic we illustrate the case WQ/wB =0.01 , 71=0 , 0=250, in order to
show the sensitivity of the PAC spectrum as well as the frequency shifts around the
wB-frequency.

2. Experimental details

Polycrystalline Fe-, Al- or Mo-foils pre-implanted with krypton to a dose of
2.1016 ions/cm 2 were subsequently doped with "'In to a dose of 4.1013 ions/cm2 and
post-implanted with the same initial amount of krypton. The implantation energies
were matched for an optimal depth profile overlap and the implantation was performed
at room temperature. Time differential PAC experiments (TDPAC), in a conventional
four detector set-up, were done on the samples as-implanted as well as isochronal
annealed at temperatures up to 500C. For the Fe-sample, along with zero external
magnetic field measurements (random hfi samples), we performed experiments in an
external field (oriented hfi samples) in the transversal as well as the longitudinal
detector configuration, simultaneously. The latter configuration was intended to
decouple the electric quadrupole interaction from the magnetic interaction.

The 111In probe nucleus distributed as an observer in the sample, will experience a
hfi depending on its environment. For instance, iron is a ferromagnet and therefore a
magnetic hyperfine field will be observed fairly proportional to the local magnetization.
The corresponding Larmor frequency in pure iron for "'In at a substitutional site is
very well known as wB=559.6(1)Mrad/s. At those lattice positions the electric field
gradient equals zero because of cubic symmetry. Due to the presence of krypton, one

expects to observe defect sites or interface
sites taken by the probe nucleus. Each of
those sites will be characterized by a

$ Fereduced (or enhanced) value for the
hyperfine field (Fe-sample), but in

00- addition also by a non-zero efg, because at
those sites the cubic symmetry may be

01- destroyed. Notice that the quadrupole
interaction depends on the inverse cube of
the probe-defect distance and therefore we

0 SO 10 sense the probe's charge environment

- o within the first neighbour shells only.

00-
fy "3. Results

01. 
Earlier data on "'In implantation in pure02- iron, already indicated that as-implanted

0 10. 260 360 the substitutional fraction is almost
02- A negligible and no structure in the PAC

N Ispectrum could be measured, without00-.1 annealing. Here, we observe a well-defined
spin precession pattern attributed to

0-o. almost 50% of the indium probes, in an
as-implanted sample containing the high
Kr-dose. A typical PAC spectrum is6 sb o0 160 200 2s0 shown in fig.2a. A reasonable fit to the
data results in a magnetic interaction

Fig.2. TDPAC-spectre for frequency wB = 555.8(1)Mrad/s of width
"'In at krypton bubbles b= 1.23(3)%. The observed fraction of
in Al, Mo and Fe. probes in this hyperfine interaction
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environment remains almost unchanged during annealing below 350C. At higher
annealing temperatures a completely different PAC pattern was observed, reflecting a
broadly distributed hyperfine interaction, then the spin precession pattern disappears
and finally the indium activity escapes from the foil at 600C. The experiments on an
Al- or Mo-sample illustrate that the In probe indeed senses the presence of krypton
inclusions. Those spectra are shown in fig. 2b,c and can be interpreted, because no hfi
is expected in an unperturbed cubic lattice, as due to a fraction of In-probes at the
Al/Kr or Mo/Kr interface. The magnitude of the electric field gradient responsible for
the spin precession pattern in the fcc Al-sample equals Vz.= 7.1(10).1017V/cm2, to be
compared6 with the surface/vacuo interface at Cu(111) Vzz=10.2(15).1017V/cm2. The
bcc Mo-sample reflects a much smaller efg value of Vzz-=2.6(4).101V/cm2, in quite
good agreement with the value 3.101TV/cm 2 obtained" by "onplantation" of "UCd on a
Mo(111) surface, both values, however, almost two times smaller than observed in the
CEMS experiment on Fe(110), illustrating the dependence on the surface symmetry.

Because obviously a combined magnetic
and -c.ztric interaction should be

LONGTUDI A L considered for the present Fe(Kr) samples,
0we measured simultaneously the spin

005- precession under an external magnetic field

of Bext = 0.1 T in both the transversal and
00 longitudinal detector configuration, the

result is shown in fig.3. The longitudinal
spectrum can nicely be fitted with twoo5 quadrupole sites: fl= 0.64 with
wQ=3.53(5) Mrad/s and f2= 0.36 with

-300 2--_ '0 TIME'fns) 'X'V a 3:0 wQ = 1.1(1) Mrad/s, meaning however that

TRANSVERSE the magnetic interaction is negligible. In: tANSVRSE view of the spectrum obtained in the

0transversal geometry this is an unexpected
result, because a substantial fraction of
probes experience a large magnetic
hyperfine field. These magnetic sites
contribute to the longitudinal spectrum as
a time independent anisotropy, whenever
the ratio y=wB/wQ is large. This is

, .3 .4. 6. because an almost pure Larmor precession
TiMErs! of the spins around the magnetic hfi-axis

hardly changes the relative m-substate
Fig.3. Spin-precession population and thus the angular correlation
for llCdFe(Kr) in an anisotropy remains unperturbed by such
external field of OAT. hfi. The f2 fraction may correspond to

probes on such "quasi-substitutional"
lattice positions, where they contribute to the transversal spectrum by a well-defined
precession pattern. Then the f, fraction should be associated to probe sites
experiencing a combined interaction with yl, in order to produce the observed
spectrum shape of the longitudinal measurement. As a consequence those probes
should experience a much reduced magnetic hyperfine field, but remain almost
unobservable (missing fraction) in the transversal spectrum, due to incoherent
superposition of the many different frequency components.

In fact, the data could be fitted nicely in a model admitting more than one probe
site and the result given by:

- a "quasi-substitutional" site (fraction 65%) with
WB= 554.7(l)Mrad/s, WQ= 0.42(14)Mrad/s and b= 9.2(1.1)Mrad/s;
- a "defect site" (fraction 20%) with wB=519.9(2.2)Mrad/s,

WQ= 2.7(2)Mrad/s and 6w= 10(5)Mrad/s;

-an "undefined site" (fraction 15%) with WB= 130(2)Mrad/s
and 6w= 41(7)Mrad/s.
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In addition to the above sites an almost 40% fraction of probes experience a complex
hyperfine interaction and therefore escape observation. After correction for the
external field we obtain for the quasi-substitutional site (s) a hf-field shift

AIBjfI=-6.8 10' and <V,>= 0.13(4)10' 2 V/cm2. For the defect site (d), however,

the hf-field shift equals A Bhf]=--6.89(4)% or -2.6T while <V,,>= 0.86(6).10'"
V/cm 2  The measured electric field gradient values are mean values because of their
random orientation relative to Bext.

The present results can be compared with CEMS data 2 at the Fe (110) surface,
where for a clean surface A I Bhf = -2.03T (first layer) or -0.1 1T (second layer) has
been found along with V,= 8.1017V/cm2. We suggest that both fractions showing a
well-defined precession in the TDPAC pattern (quasi-substitutional and defect site)
may be interpreted as originating both from the Fe/Kr-interface, the latter at the
surface of the inclusion, the former in the outermost Fe layers. It is known from
experiments 5 as well as recent efg calculations 12, that the cubic charge symmetry is
restored some two layers beneath the metal surface. Calculations 3 of the magnetic
hyperfine field, on the other hand, seem to predict substantial dependence on the
symmetry of the surface. No characterization of the surface type , probed here at the
Kr-inclusion, was available as yet and therefore quantitative comparison with
theoretical estimates may be somewhat premature.

4. Conclusion

The hyperfine type experiments presented here are rather promising to the study
of surface phenomena at an atomistic scale. The high resolving power of hyperfine
interaction techniques and more specially PAC, allow to follow the mobility of atoms
at the surface, their diffusion and clustering. The identification of the surface sites by
their efg tensor is really exceptional among the existing surface investigation
techniques. This ability has been convincingly demonstrated by the PAC work of the
Konstanz group 6 -7, where they could identify terrace-, step- and in plane-sites by
measuring the full efg tensor In addition, the approach described here allows
surface/interface research, with the appealing feature that it can be done without using
expensive apparatus to produce clean surfaces. Indeed one only needs an ion implanter
to create inert gas bubbles into the metal matrix and a probe with an affinity to
occupy sites at the interface of those inclusions. The insolubility of indium in iron and
aluminum may well be responsible for the relatively large fraction of interface positions
observed in the present experiment.
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SURFACE MAGNETOSTRICTION

R.C. O'Handley and S.W. Sun
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1. INTRODUCTION

The outer surface layer of a material is generally strained
relative to the bulk. This may be due to the reduced
coordination there or to an altered charge distribution such as
tailing of some of the itinerant charge density into the vacuum.
In 3d metals this surface charge redistribution often leaves the
surface atoms more under the influence of the 3d charge which is
primarily responsible for the attractive bonding interaction2 .
Hence the lattice constant normal to the surface may decrease for
the outermost atoms, e.g. by 9% for V.

In epitaxial thin films and multilayers with less than
perfect lattice match uniform strains up to several percent occur
for the first few layers deposited. Above a critical thickness,
misfit dislocations may nucleate to accomodate some of this
strain. Thus in thin films there is this additional source of
strain, which at the surface, combines with the intrinsic effect
described above.

These surface strains can have strong effects on the preferred
direction of magnetization at the surface of a magnetic material.
The parameters which describe the extent to which these strains
couple to magnetic properties are the magnetostriction
coefficient i or the magneto-elastic (ME) coupling factor Bi
which are related by the elastic constant tensor cij:

Bi = cij j (1)

Magnetostriction is the anisotropic strain of a magnetic
material referenced to the direction of the magnetization M. In
an isotropic material the strain is given by
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(3/2)? s  [cos
2(j- 1/3] (2)

where X is the saturation magnetostriction coefficient and 0 is
the angle between H and the strain direction. The inverse effect,
piezomagnetism, indicates that a stress may cause the
magnetization direction to change. This is because the stress (3
contributes to the magnetic anisotropy energy density according
to:

E(3= (3/2) .s ( (3)

If the product .sois strong enough, the direction of
magnetization may be pinned by the stress. Note that a 0.1%
strain in Ni (I)sj - 46 x 10- 6, Y = 2.4 x 1011 N/m2 ) produces a
ME energy density of order 1.6 x 104 J/m3 which is four times the
magneto-crystalline anisotropy of Ni. So a modest surface strain
could produce a large ME surface anisotropy. In fact the surface
anisotropy of ultrathin Au-Co-Au sandwiches is believed to be due
predominantly to stress 3 .

Just as magnetic anisotropy4-6 and the magnetic moment
itself 7- 9 can take on unique values at the surface of a material,
it is possible that the ME parameters themselves are different
there. Thus, to fully appreciate the role of stress in surface
magnetism, it is necessary to know the values of two of the
parameters Bi, cij and .j at the surface: BiS , cijS and*j s . The
magnitude of the ME effect suggests that while surface magnetic
moments may differ by as much as 10% from their bulk values,
surface anisotropies and ME coefficients may differ much more
dramatically from their corresponding bulk values.

The fact that macroscopic strain contributes to magnetic
anisotropy is a reflection of the microscopic origin of ME
interactions. Magnetostriction has its origin in the asymmetry
of the local crystal field as seen by the spin at a particular
site. The spin senses the symmetry of the Coulomb field of its
neighbors because its direction is coupled to that of the
molecular orbital by spin-orbit interaction. Thus, the three
microscopic ingredients necessary for magnetostriction are:

i) the symmetry of the magnetic orbitals must be less than
spherical (i.e. L * 0).

2) the symmetry of the local environment (crystal field)
must be less than spherical, and

3) the spin-orbit coupling ' L'S must be non-zero.

Clearly a strain in the crystal field seen by an atom, such as
occurs at a surface, will alter the ME coefficient and therefore
alter the extent to which that strain perturbs the magnetization.

For transition metals and alloys, the magnitude of ks is
generally below 10- 4 and it is known to be stress dependent.
Barandiaran et al. 1 0 have determined that (dks/a#) is of order -12
x 10-6 for amorphous (Co0 .94Fe0 .6 )75Si1 5B1 0 for bulk tensile
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strains up to 1%. There is reason to believe, therefore, that
the huge strains at a surface could alter the strength or even

the sign of. s there. Mazumdar and Juretschke II have used the

metallic field effect in permalloy (90-10) thin films to
determine that the surface ME effect is an order of magnitude

less (they measure q| = iJ(lnK)/i'F ;.sYS/K) than in the bulk.

Szymczak12 has used strain modulated FMR on Ni-C and Ni-Ag
multilayers to show that the effective magnetostriction due to
interfacial strain varies inversely as the Ni layer thickness.

He finds 1'eff becomes less negative (.sbulk - -36 x 10-6) as Ni

thickness decreases. The present paper is concerned with the
significance and measurement of surface magnetostriction.

2. MEASUREMENT OF SURFACE MAGNETOSTRICTION

2.1 Measuring surface magnetization

Surface magnetization (sampled over about 5A at the surface)
can be measured from the spin polarization of secondary electrons
emitted from a magnetic surface. It has been shown1 3 that the
spin polarization

P = (N+ - N-)/(N + + N-) (4)

of the true secondary electrons 14 emitted from a ferromagnet
(where N+ is the number with positive spin component along a
chosen axis) is equal to the polarization of the valence
electrons inside the material

p' = (n+ - n-)/(n+ + n-) = nB/nv  (5)

where n+ is the number of spin up valence electrons, n+ + n- =
nv (= 7.68 in our case) is the total number of valence electrons,

and nB is the spin imbalance or magneton number (nB = 2.2, 1.7

and 0.6 "AB for Fe, Co and Ni, respectively). Spin polarization

can be measured using a Mott detector1 5 , a LEED polarimeter 16 or
a diffuse scattering polarimeter1 7 . In such instruments the
spins of interest are subjected to elastic spin-orbit scattering,
often by a gold target, and the resulting scattering asymmetry A
about a plane containing the spin quantization direction is
measured:

A = (NL - NR)/(NL + NR). (6)

Here Ni (i = L,R) is the number of electrons detected to the left
or right of the scattering plane. The polarization of the beam
is related to A by the efficiency or Sherman function S of the
detector

S = A/P (7)

Combining Eqs. 4, 5, and 7 we have for the surface magnetization

Ms = (N/V)nBVB = (N/V)[tBnVA/S (8)
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where N/V = NAPf/w is the number of magnetic atoms per unit

volume, each with moment nBPB, NA is Avogadro's number, jp is the

mass density, f is the fraction of the atoms present that are
magnetic and w is the molar mass (f = 0.76 and w = 49 g/mole in
our case).

Equation 8 has been used to determine the surface
magnetization of a variety of materials by measurinq the
asymmetry of their secondary electron spectrum7 ,13 , 8 .

2.2 Measuring magnetostriction

Bulk magnetostriction is most often measured using a strain
gauge, or a capacitance gauge to determine the length change
along a particular direction in a material when the saturation
magnetization is rotated relative to the strain direction (Eq.

2). But .can also be determined by noting the change in
magnetization in a given direction due to a stress or strain.

The differential of the Gibbs free energy of a ME system at

constant temperature, dG = -vdo-BdH, where F and B = !io(H + M)
are dependent variables,leads to the linear relations:

df(o,H) = (iF/i()H do+ (i F/H)11dH = sHdo + d dH

(9)
dB(oH) = (ioB/io)H do+ (dB/iiH),,dH = d do + W'dH.

These equaions define sH, the compliance (1/YH) at constant
field, t(&, the permeability at constant stress, and d, the
magnetostrictivity. Eq. 9b shows that it is possible to measure
d from the stress or strain dependence of B or M :

d = ( jB/ Io)H = (iB/i4)H (0/d)H = sH(, B/if)H (10)

Further, integrating d = (aOF/iH)0 shows that

/.(H) = fd(H)dH (11)

Thus, if we can measure (IB/ioF)H at several different fields, we

can get d which can be integrated to give .(H). It now remains to

describe a simple and repeatable way to measure (dB/d )H.

2.3 Details of experiment

As yet we do not know the surface elastic constants of the
material of interest. Therefore we need a method that imposes a
known stress or a known strain at the surface for which we will
determine either (dB/('o)H or (iOB/iDf)H, respectively. The latter
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MANIPULATOR

FIELD WNDINGS PI'T

SPUTTER GUN C

Fig. 1 Left, flexible, externally adjustable yoke holding
ribbon sample. Some field windings are shown.
Right, schematic of uhv chamber showing primary
electron (PE) source in Auger analyzer (CMA),

secondary electrons (SE), and
polarization analyzer (PA).

is more easily done by simply bending the sample in situ. If its
curvature at the point of measurement is well represented by an
arc, it is easy to relate the displacement to the strain at the
front surface.

A sample holder has been made that allows a long ribbon of
magnetic metal to be wound about a supporting yoke (Fig. la).
The ribbon is clamped at the ends of each tyne so that it forms a
flat surface across the open end of the yoke. Electrical
windings are applied to the yoke and the sample can be heated to
300 0C. A specially machined screw joins the tynes of the yoke a
few mm behind the flat face of the sample. A 50 turn of the screw
produces a 6.3 itm displacement of the tynes. Before being placed
in the u.h.v. chamber the curvature and displacement of the
sample were optically calibrated. When the tynes are pulled
together by the screw, the ribbon can be deflected so that its
front surface is either convex or concave. Surface strains up to
6 x 10- 4 in increments of approximately 3 x 10- 5 are achievable.

We may now combine Eqs. 8 and 10 with B = !o(H+M) to give

d s = ((,B/(IF)sH = ( O!uBpfNAsH/Sw)( IA/hF)H (12)

which, with Eq. 11, gives /.s(|).

The primary electron energy was 2 keV which is just above
the knee of our secondary electron yield vs primary energy
curve7. An instrumental asymmetry, linear in applied field, due
to a weak fringe field above the sample face which deflects the
secondary electrons up or down, has been removed from the data.
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3. RESULTS

The solid line in Fig. 2 shows a typical A(H) loop at t 0

for the amorphous alloy C07 6 Cr4 B2 0 . Detailed VSM studies on the

same material show its bulk magnetization to be 82% saturated, M
= 6.2 x 105 A/m, at H = 640 A/m (8 Ce). With our polarimeter
efficiency S = 0.154 t 7%, the asymmetry at 8 0e, A = 1.93%,
gives the surface magnetization from Eq. 8 to be within a few
percent of 6.2 x 105 A/m (i.e. 82% of Ms in Table). The dotted

curve shows A(H,4 ) for a compressive stress F = - 2 x 10- 4 so the

increasing magnetization indicates ts is negative. (The bulk

magnetostriction of this metallic glass is also negative
19 , sb

-3.8 x 10-6). The surface magnetostriction is proportional to

the area between these curves divided by F. Because we cannot

fully saturate the specimen in the uhv chamber, we can only

calculate i.s(8 Ce) or estimate the saturation surface

magnetostriction. Integrating the iA/IF values up to H = 8 e

gives s(80e) = -8 x 10
- 6, twice the bulk value. If we estizate

the strain derivative of A to decrease linearly, reaching zero at

saturation, the surface magnetostriction would be as great 
as tsS

= -53 x 10
- 6

,

A (%)
-A Sol

... .. .. ...................
2.0

* E=-2x)0

1.0
=E_0

-8 -4 4 8

H (Ce)

-10

-2 0 -C076Cr4 8 20

Fig. 2 Asymmetry vs applied field for zero strain
and modest compressive strain at front
surface of ribbon. Saturation asymmetry based
on bulk measurements is indicated.
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Table. Properties of amorphous Co7 6Cr4B20

Ref.

Mass density: p = 8.2 g/cm
3

Saturation moment: n. = 1.1 pB/(CoCr) b,c

Saturation magnetization: M = 7.6 x 105 A/m (S.I.)

(o= 93 emu/g, 4jTM = 9600 Gauss) b,c
Curie temperature: Tc > Tx - 800 K c

Bulk saturation magnetostriction Xs  3.8 x 10-6 b

Young's modulus yH = i/sH = 6.2 x 1010 N/m2  d
Valence electrons per F.U.: nv = 7.68
Molar weight: w = 49 g/mole

a) R. C. O'Handley, M. E. Eberhardt, K. H. Johnson, and N.
J. Grant, J. Appl. Phys. 53, 8231 (1982)

b) Ref. 19.
c) R. C. O'Handley, Sol. St. Comm.38, 703 (1981).
d) Value given is for Metglaso 2714A Co6 6Fe4B1 4Si1 5 from

Metglas Products catalogue.

We have assumed a constant (field independent, bulk value for

sH in evaluating ks (Eq. 12). This is incorrect on two counts.

First, sH is field dependent because of the AE effect. This has

little effect on the F 0 data shown in Fig. 2 because the

compressive stress in a . < 0 material tends to quench the AE
effect. It does complicate the data for tensile stress so they

were not used to calculate 0s . Second, the assumption of a bulk
elastic constant at the surface could be in error because of the
huge strain and reduced bonding there. It may be more accurate
to say that we have estimated the product yH,s S to be in the
range -5 x 105 to -32 x 105 N/m2 . If, as may be the case, yS <
yb, then we expect is to be even more negative than estimated.

4. CONCLUSION

Preliminary measurements indicate that the surface
magnetostriction of a cobalt-base amorphous alloy is considerably
more negative than its bulk value. Much narrower limits can be
-ut on the actual value of .s with experimental modification.
These measurements need to be extended to other materials and
particularly to single crystals where their significance may be
more readily assessed. Such measurements are critical to proper
understanding of magnetism at surfaces and in nanostructured
materials.
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INTRODUCTION

Intense interest has been generated over the past several years in the growth and
properties of layered magnetic materials, both from a fundamental point of view and for
applications. Layered structures have been prepared by a variety of techniques including
sputtering, electro-deposition, and evaporation, and include semi-conducting, metallic, and
insulating materials. These systems can consist of crystalline layers of one element or
compound interleaved with layers of a different element or compound, or alternatively may
be built of amorphous layers or amorphous layers alternated with crystalline layers.
Depending on the materials and growth techniques, these multilayers may be produced (a)
with no uniform crystallographic alignment or coherence from layer to layer, (b) with
alignment of one specific crystallographic axis direction along the growth (stacking)
direction, or (c) with true three-dimensional atomic order (epitaxy) in which there is multi-
layer atomic registry both along the growth axis and also within the growth planes. For the
purposes of this review, the term artificial metallic superlattice will be reserved for this
latter category of true three dimensionally coherent layered structures, while the term
multilayer will be used for layered structures in which coherence is present in less than three
dimensions.

The recent refinements in computer-controlled molecular beam epitaxy (MBE)
techniques for the growth of single crystal artificial superlattices of two or more distinct
compositions have opened up vast possibilities for the production of tailor-made artificial
superlattices with controlled film thicknesses down to atomic dimensions and with highly
reproducible stacking sequences. This has provided previously unavailable opportunities to
examine problems of interaction ranges, tunneling distances, and other coherent phenomena
which are dependent on the superlattice periodicity. In particular, the development' starting
in 1984 of MBE growth procedures for single crystal rare earth metal superlattices has
permitted prototypical tests for verifying many of the theoretical concepts of magnetic
exchange, anisotropy, and magnetostriction effects in the rare earths which could not
previously be examined in as controlled a way using conventional bulk materials.
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Superlattices consisting of magnetically concentrated layers (e.g., Dy) interleaved in a
controlled fashion with magnetically "dead" layers (e.g., Y) offer a near-ideal opportunity
to investigate these basic interactions . It should be noted that such a system is unique and
can never be simulated by bulk dilute alloys because of the attendant reduction in the average
exchange interaction with the decreased density of magnetic ions and the probability of some
nearest neighbors even in very dilute samples. Y and Lu have similar physical and
electronic properties to the magnetic heavy rare earths and because of the relatively small
mismatch between the basal plane lattice parameters (e.g., 1.6% for Dy and Y), good
epitaxial growth is achieved. The key to the growth of rare earth superlattices' (see Fig.
I left) lies in the use of a [110] Nb buffer layer evaporated onto a [1120] sapphire substrate
beneath the rare earth metals. This buffer layer prevents the oxidation of the sapphire by
the rare earths during growth. An Y strain-relieving overlayer is placed between the Nb and
the rare earth bilayers. Y and Nb have a nearly perfect 3:4 atomic registration sequence
which allows good epitaxial growth in spite of the 33% lattice parameter mismatch. Lattice
parameter mismatch is a moderately serious constraint for MBE-produced materials, since
this mismatch must generally be taken up by lattice dislocations. As shown in the figure for
a [Dy I Y] superlattice, the thick Y layer is followed by a constant bilayer repeat sequence
of e of atomic planes of Dy and m atomic planes of Y. This is designated [DyI Ym]N
where N is the total number of bilayers. Rare earth superlattices have been produced b
similar procedures in the [Gd I Y], 2'3 [Dy I Y], 4-9' 1 [Erl y], 10-12 [Hol y], 13 and [Dy I Gd]'3

systems.
The [Dy Y] and [ErI Y] superlattices discussed in this review were grown at the

University of Illinois. During evaporation the chamber pressure was maintained in the 10-9

Torr range to minimize oxidation of the rare earths which were evaporated at a rate of only
about 0.5-1.0 A per second with a substrate temperature of approximately 300 C. These
conditions were chosen to minimize interdiffusion of the Y and lanthanide layers. Analysis
of the neutron or x-ray diffraction 12 data for the intensity of the bilayer harmonics (see next
section) confirms that this interdiffusion is quite minimal and that the composition reaches

0 6
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RARE EARTH SUPERLATTICE STRUCTURE o
&02

bilayer 0 20.0 40.0 600 800
Atomic Plane Index

N, -"(atomic plimofl 22d, (A /plane)

Dy A 60

1276

Y o0002: -50 4

Nb 11101 j-1500 A repeat N times 280

sapphire
[112 01 276,r ,

substrate 00 20.0 400 600 800
Atomic Plane Index

Fig. I (Left) Schematic drawing of the rare earth multilayer structure. The expanded view of a
bilayer lists the physical parameters of the A and B layers (see- text). (Right, top) The
composition profile calculated from the x-ray diffraction intensities for an [Er2 3 .51YI910
superlattice showing that interdiffusion is limited to approximately 5 total planes. (Right, bottom)
The d-spacing variation for the same superlattice illustrating the rather abrupt transition resulting
from the relatively large Er-Y lattice mismatch.
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85% of the pure element (Y or Er,Dy) within about two planes on either side of the
interface. (See Fig. I right.) The intensity analysis of the same [Er23.51 Y19 1oo superlattice
also confirms that the d-spacing variation is quite abrupt as shown in Figure 1 (right),
reflecting the relatively large (2.5%) lattice mismatch between Er and Y.

In bulk crystalline form, the lanthanide elements and their alloys with non-magnetic
but chemically and electronically similar elements such as yttrium, scandium, and lutecium,
have long provided a fertile area for the study of indirect exchange interactions, crystal field
anisotropy, and magnetostrictive effects. The elements have weak exchange compared to
the 3d transition elements as illustrated by their low ordering temperatures (e.g., Tb, TN =
230 K) and have anomalously large crystal field and magnetostriction interactions which
arise from the strong spin orbit coupling and highly non-spherical 4f charge distribution.
The occurrence of periodic incommensurate magnetic orderings in the heavy lanthanides
(except for the S state ion Gd) below their N&I temperatures is a consequence of electronic
effects, in particular the occurrence of nearly two-dimensional parallel sections (nesting) on
the hole Fermi surface which are spanned by a Q-vector whose magnitude which determines
the initial stable periodicity of the magnetic ordering. At lower temperatures, the free
energy associated with the magnetostrictive and anisotropy interactions becomes significant
and strongly perturbs the basic periodic magnetic orderings leading to phase transitions to
a ferromagnetic state in Th, Dy, Ho, and Er. These transitions are largely driven by a
lowering of the magnetostrictive energy arising from a coupling of the local moments to the
hexagonally symmetric lattice strains. Recently it has been suggested that dipole-dipole
interactions of extremely long range may be also responsible for perturbing the c-axis
modulated moment states found in Ho 14 and probably Er. For details and references on the
fundamental orderings and interactions in the rare earth metals, one is referred to the many
review works available, including, but certainly not limited to, those given in refs. 15-17

Neutron scattering has played a seminal role in elucidating the spin structures which
occur in the lanthanide metals and in providing details of the perturbations of these structures
at temperatures below the N~el point and those induced by the application of external fields.
Much of this work was done by W.C. Koehler and his associates at Oak Ridge starting more
than 25 years ago. (See reference 15.) Recently, highly precise synchrotron radiation studies
have been conducted at very close temperature intervals which have shown additional details
of the magnetic ordering in Ho1 8 and Er1 9 including the occurrence of lock-in transitions in
which the periodic moment wave-vector passes through a series of stair-step-like changes as
the temperature is lowered, corresponding to various spin-slip states. (See references 18,19
and later discussion.) The step-like changes are in contrast to the more monotonic linear
variation reported in the early neutron measurements taken with much broader temperature
intervals and have been confirmed also by recent neutron scattering studies.

NEUTRON SCAT'TERING FROM ARTIFICIAL METALLIC SUPERLATICES

For artificial metallic superlattices, neutron diffraction provides atomic structural
information complementary to that obtained from x-ray diffraction. 20 In addition, the
magnetic interaction of the neutron with ordered spins in the superlattice provides the
opportunity to study the magnetic spin configurations and the range of coherence of the
magnetism. In particular, it can be used as a probe of the propagation of magnetic phase
information from a magnetically ordered layer (e.g., Dy) across the intervening "non-
magnetic" Y layer to additional ordered layers.

Neutron diffraction studies on the [Dy I Y] superlattices were performed in reflection
geometry at the National Bureau of Standards Reactor. Neutron data were taken on a triple-
axis spectrometer using k = 2.4 A wavelength neutrons from a (002) reflecting pyrolytic
graphite monochromator and equivalent analyzer, the latter set for the elastic position to
suppress background scattering. Soller slit collimators with 40'-25'-25'-40' acceptance
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Figure 2. Room temperature x-ray (0000) diffraction pattern for an [Er2 3 .5 Y1 9]I0 superlattice
showing the presence of harmonics up to fifth order. The arrow marks the position of the central
(0002) Bragg peak.

angles were used before and after the monochromator and analyzer respectively. This
produced a Q-resolution of 0.021 A' for scans along Q and 0.008 A-' transverse to Q for
Q = 4n sin 0/1 at the [0002]. For most scans, the c-axis of the superlattice, which was
perpendicular to the film plane, was oriented parallel to the scattering vector, which allowed
continuous scans of the wave vector Q along the (000f) direction.

The basic unit cell of an A-B superlattice is one bilayer (e.g., one Y + one Dy
layer). Considered apart from the effects of intralayer atomic ordering, the bilayer sequence
would then give rise to a set of peaks along (000f) corresponding to diffraction from the
bilayer cell at evenly spaced values of AQ = 2n/L where L is the bilayer thickness. The
Bragg diffraction conditions can be satisfied in two ways: (a) the above diffraction from the
bilayer unit cells which can be directly observed at low angle experiments (e.g., [Mo I Si]
artificial superlattices 2°) and (b) conventional diffraction from the atomic order within the
bilayers seen at large angles. In the small angle case N-2 subsidiary maxima, arising from
diffraction by the entire superlattice, are present between the principal bilayer diffraction
peaks. N is the total number of bilayers. These subsidiary maxima are only observable if
the bilayer repeat sequence is nearly perfect and the spectrometer resolution is at least
comparable to 2nt/NL. In the large angle regime, illustrated by the x-ray diffraction pattern
for an [Er2 3.5 I Y 191 00 superlattice in Fig. 2, the atomic order within a bilayer modulates the
intensity of the bilayer Bragg peaks and has the effect of singling out a set of predominant
(000f) peaks from the infinite set of bilayer reflections. If the lattice parameter mismatch
is reasonably small, these groups of peaks occur at multiples ofQ = 2t/<d > where <d >
corresponds to a weighted average d-spacing of the A and B layers of the bilayer. Other
peaks (bilayer harmonics) in the neighborhood of the principal ones fall off in intensity in
a manner controlled by the relative nuclear scattering amplitudes bAB, layer thicknesses, and
the lattice parameter mismatch. The last quantity is additionally responsible for intensity
asymmetry which can occur for the harmonics on opposite sides of the fundamental peak.
In general, the number of harmonics present is an indication of the crystal perfection of the
superlattice and the sharpness of the interface boundary. In the extreme limit of a sine wave
composition modulation, only one harmonic exists.

The addition of incommensurate magnetic order, such as found in Dy and Er,
produces additional principal scattering peaks of solely magnetic origin at Q's dictated by
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the magnitude of the magnetic propagation vector. The principal satellite peaks occur along
the c* direction on opposite sides of the nuclear (000t) peaks (for the Dy structure) and are
designated Q+ and Q-. They are again individually part of an infinite repeating set of
magnetic harmonics with amplitudes controlled by factors analogous to the nuclear case --
the magnetic scattering amplitudes PA,B (PB = 0 for Y) and the magnetic propagation vectors
KAB in both A and B layers. Note that even though Y has no 4f magnetic electrons and is
only paramagnetic, a spin density wave may be formed in the conduction band with
characteristic propagation vector KB as discussed later. In Er superlattices, the principal
moment component is parallel to the c-axis and thus gives rise to satellites along c* about
(hk.e) {h,k e 0} class nuclear reflections, but not about the (0002) peaks. (See eqn. 3.)
As discussed later, at low temperature the transverse moment components order into a helix
which then gives rise to weak [00011 ± satellites as well.

The neutron scattering intensity for the c* direction (z) for a superlattice can be
written as the sum of the coherent nuclear and magnetic scattering terms as:

I(Q) - Snuc(Q) + Smiag(+Q) + Srmg(-Q) (1)

where the nuclear structure factor has the form:

u ()  N b2 e( 12)

m=0

and the magnetic structure factor can be written:

N-I 
2

Sma9 (±Q) = EP.,± ei°z,±1m (3)
m=-o

bm is the nuclear scattering amplitude of atoms in the m atomic plane, pm_ is the coherent
magnetic scattering amplitude proportional to the moment component perpendicular to the
scattering vector, and bm is the cumulative layer magnetic phase shift or the propagating
magnetization wave.

In the case of an idealized [nA I nB]N superlattice with perfectly sharp interfaces, the
nuclear scattering intensity is:

S~uc(Q) = sin 2 (NOL/2) j sin2 (nAQdA/2) 2 sin 2 (nAQd,/2) 2
sin 2 (QL/2) sin 2 (Wd/2) sin 2 (Qd,/2)

(4)
+ 2bAbacos(QL/2) { sin(nQd/2) sin(nBQdB/2) }

where N is the total number of bilayers each of thickness L = nAdA + nBdB, where d is
the atomic d-spacing of the respective A and B layers The same functional form as equation
(4) also describes the x-ray diffraction profile.

For a superlattice in which only the A layer contains magnetic atoms (e.g., PB = 0)
and for which the total magnetic phase shift across a bilayer is given by 0 = nAKAdA +
nBxBdB, the corresponding magnetic scattering is:
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S ( {sin2 [N(QL±OD) /21 sin 2 [lA (Q)±KA) dA/2] Asin2 (QL±4)/2) sin 2 [(Q±KA)dA/2] " 2 (5)

Details of the calculation of these structure factors are given in reference7 . Each of
the above structure factors consists of a product of terms -- the first produces the infinite set
of bilayer peaks and the second is a much broader envelope function (i.e., generally NAdA
< < NL) which, for the nuclear case, has its maximum on one of the bilayer Bragg peaks
only if there is no lattice mismatch. The product of these two terms gives the intensity
modulation of the diffracted intensity peaks as shown in Fig. 2 for the atomic structure and
in Fig. 3 for the magnetic structure.

MAGNETIC SCATFTERING, STRUCTURE, AND COHERENCE

Basal Plane Helical Spin Configurations

Fig. 3 shows the results of a Qz = (000f) scan around the (0002) principal Bragg
peak for a [Dy16 l Y20 189 superlattice for several temperatures near and below TN = 167
K. Note that there is one temperature-independent central peak at Q 21t/<d> of
structural origin with one harmonic visible and displaced by AQ = 27t/L = 2nt/102A =
0.0308A- . Higher order harmonics are not visible on this scale. The magnetic scattering

y lY20, 1 1
T -Dependence
Tc 167K 

~ 165 K

160 K

150 K

-100,
150

0 [ 1 
6 K

1.80 2.00 2.20 2.40 2.60
QZ ( -1)

Fig. 3. Neutron diffraction scans along (0001) in a [Dy/61 Y2 0 189 superlattice for temperatures
below TN. Note the temperature independence of the (0002) peak at Qz = 2.215 A. The small
peak to the right is a bilayer harmonic. The fundamental and two bilayer harmonics are shown
for both Q- (-2.02 A ) and for Q+ (-2.42 A-1 ) magnetic satellites. T c denotes the helical
ordering temperature TN = 167K.
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Fig. 4 Scattered intensity from a [Dyj 51Y 3 4 174 superlattaice showing the loss of magnetic
coherence at larger Y layer thicknesses, and the concomitant peak broadening.

arising from the incommensurate spin structure gives rise to the temperature-dependent Q"
and Q+ satellite peaks on either side of the nuclear structure peaks. As discussed later, the
ferromagnetic transition which occurs at 85K in bulk Dy is suppressed in the superlattices.
This would have been manifested by additional intensity appearing at low temperatures on
the nuclear peaks.

The presence of the fully resolved bilayer harmonics on either side of the Q+ and
Q- satellites as shown in Fig. 3 is dramatic evidence that the magnetic structure is coherent
over many superlattice periods and is not interrupted at the layer boundaries or by the
intervening Y layers. Also important is the fact that the chirality of the helix is maintained
across the bilayer boundary. If the magnetic order were confined within single Dy layers,
the Q width of the central magnetic satellite peak would encompass the bilayer harmonic
positions rendering them unresolved. This is the case found for a superlattice of
[Dy 141 Y34174 (see Fig. 4) in which the coherence range has dropped to less than one bilayer
due to the increased number of intervening layers of Y. (See later discussion.)

From the data of Fig. 3 the coherence ranges of the atomic (nuclear) and magnetic
order can be calculated from the intrinsic Q-width of the respective nuclear and magnetic
peaks after deconvoluting the instrumental resolution width. The nuclear peaks typically
give a coherence range of 500-700 A. The resulting magnetic coherence distance after
correcting for the nuclear coherence ranges from 580A in the sample of 46 A of Dy
separated by 26.5 A of Y, down to 245 A in a 46 A Dy, 56 A Y sample, and finally to 80
A in a 40 A Dy, 95 A Y specimen. All values but the last correspond to the propagation
of magnetic phase coherence across multiple bilayer cells.

The decrease in the correlation length with increasing Y thickness has been examined
in a series of [DyI Y. superlattices with essentially fixed Dy layer thicknesses of 15 + I
atomic planes (- 43 A) and varying Y layer thicknesses as shown in Fig. 5. The coherence
range dependence quite accurately reflects a l/ry fall-off where ry is the thickness of the
intervening planes (- 2.87 A per plane). As discussed later, the exchange coupling in the
c-direction is of finite range, and thus this behavior suggests the presence of a decorrelation
mechanism (viz., Dy basal plane anisotropy, thermal disorder, etc.) that competes with the
exchange and leads to the loss of coherence for increasing Y thickness. The coherence
length extrapolates to the non-interacting single layer limit of one Dy layer thickness (43 A)
at approximately 140 A of Y.

In order to examine the factors controlling long-range coherent magnetic coupling,
superlattices have been examined for the dependence of the coherence on (a) the direction
of the spin alignment (e.g., basal plane or c-axis), (b) the type of spin structure
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Fig. 5. The magnetic coherence length for a series of [DyI YJ upeilattices as a function of the
reciprocal of the thickness of the Y layer. The number of Dy planes was held approximately constant
at 15 ± I planes (- 43 A). The plot illustrates the I /r fall-off of the coherence, and that the layers
would become non-interacting for Y thickness greater than approximately 140 A.

(ferromagnetic or periodic antiferromagnetic), and (c) the direction of the superlattice growth
(basal plane or c-axis). The first two case studies involve varying the magnetic rare earth
element and uniformly result in coherent multilayer coupling. The Dy superlattices
discussed in this section are examples of basal plane helical spin structures with spins
perpendicular to the propagation vector along the c* axis, while [Er I Y] superlattices
discussed in the next subsection are an example of an Ising-like incommensurate
antiferromagnetic system with spins principally parallel to the c direction. [Gd I Y]
superlattices are examples of a system with pure ferromagnetic coupling of spins within the
layers for which either long-range ferromagnetic or antiferromagnetic interlayer coupling is
found, depending on the Y thickness as shown by Majkrzak et al.2 1 The final case of
rotating the growth axis relative to the spin propagation direction does in fact destroy the
long-range magnetic coherence in [DyI Y] superlattices as will be shown in a later section.

C-axis Modulated Spin Systems

Superlattices consisting of alternate layers of Er and Y represent a more complex
magnetic ordering than the [Dy I Y] helical and [Gd I Y] antiferromagnetic or ferromagnetic
configurations. The c-axis is the favored moment direction in Er due to a change in sign
of the 4f electron quadrupole moment compared to Dy. Thus the spin alignment is parallel
to the stacking direction of the superlattice and also parallel to the c-axis magnetic
propagation vector. In bulk elemental form, Er initially orders at 84 K into a c-axis
modulated moment structure in which the parallel (c) component of the magnetization has
a sine wave amplitude modulation with a period of approximately 7 atomic layers. The
transverse moment components are disordered down to 56 K and exhibit helical ordering at
lower temperatures. Approximately in the same temperature range, additional harmonics
signal a "squaring-up" of the c-axis modulated moment structure, until at 19 K the c-axis
order becomes ferromagnetic, resulting in a conical moment stte with apex angle about 27'.
The scattering geometry for the Er-Y superlattice studies' -1 is somewhat more complex,
in that predominately basal plane reflections;for example [10 10], must be used to detect the

124



100 i i

[Er 32rY2 j]

80 I1- 101

l01l

60 C-axis

I

S102 -5  
10." 4 0 - 6 K Z :,. I,

20K I

20O 002

basal plane 0

20K

-0.8 -0.4 0.0 0.4

Q.-T (A- 1)

Fig. 6. Diffraction scans along the c* direction through (10T0) and (0002) for [Er32 1 Y2 11 showing
the development of a linear spin density wave with principal moment component along the c-axis.
At lower temperatures the ordering "squares-up" as indicated by the appearance of higher-order
harmonics [e.g.. (l0T2)-51. Below about 30 K, the basal plane components also order as indicated
by the satellites of (0002).

c-axis moment components, since the neutron scattering is sensitive only to moment
components perpendicular to Q. Basal plane ordering was detected as previously by re-
orienting the sample with [0002] parallel to the scattering vector.

Fig. 6 shows a composite of scans along c* at (0002) and along c* at (10T) of a

[Er32 1 Y2 1] superlattice demonstrating that well-defined nuclear peaks and harmonics as well
as magnetic satellite peaks and harmonics are observed. The magnetic peak widths again
confirm that the magnetic order is long range. The reduced intensity of the basal plane
nuclear satellites results from the near equality of Er and Y scattering lengths and possible
interface defects resulting from the nearly 3% lattice mismatch. The TN for the superlattice,
marked by the onset of magnetic satellites in the (1010) scans, is 78+1 K which is 7%
lower than for bulk Er and similar to the reduction seen in Dy superlattices. The initial
ordering is a near sinusoidal ordering of the c-axis moment components with the transverse
components disordered. Below 35K, additional magnetic scattering appears which can be
indexed as higher harmonics [e.g., (1010)+3 and (10T2)-3 "-5 ] of the fundamental magnetic
satellites (101 f)*. These reflect a "squaring up" of the moment components as seen in bulk
Er but at a correspondingly lower temperature than in the bulk. Below about 30 K, the
basal plane moment components order into a helix; however, no conical ferromagnetic
ordering is observed down to 5 K in contrast to bulk Er. The magnetic coherence range
derived from the magnetic peak width, after deconvolution of the instrumental resolution,
is shown in Fig. 7 as a function of the Y thickness. It is noted that the coherence range
derived from the separate widths of basal plane and c-axis moment components is different.
The basal plane coherence length is comparable to that found for [Dy I YJ superlattices, while
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Fig. 7. Coherence length for [Er 32 1 Y211 and [Er 131 Y261 superlattices derived from both basal plane
and c-axis moment component satellites. The basal plane values from the [Dy I YI superlattices are
shown for comparison, along with I/ry and I/rY2 fits to the [Dy IYI data.

the c-axis values are relatively larger. The figure shows the coherence range for [Dy IY]
superlattices for comparison. It is noted that the Er layer thicknesses were not held constant
as was the case for the [Dy I Y] superlattices in Fig. 5.

Superlattices With a Basal Plane Growth Direction

As discussed in the previous subsection, the occurrence of long-range coherent
magnetism in c-axis rare earth superlattices is independent of the primary orientation of the
spins and independent of whether the spin order is ferromagnetic or incommensurate
antiferromagnetic. All of these systems have the common feature that the superlattice
growth axis is along the c* propagation direction of the spin system.

In order to test the dependence of the ordering on the superlattice growth direction
relative to the c * magnetic propagation vector, superlattices were prepared with the growth
axis along a [10 T0] basal plane direction.'22 This required new preparation procedures due
to the unavailability of conventional substrate materials with an appropriate lattice matching
to the a-c plane of the hexagonal rare earths. Highly polished single crystal slabs of Y were
used as a substrate material with the superlattice of alternate Dy and Y layers grown on top,
following a thick Y buffer layer.

In the neutron scans along the a* (growth axis) direction, Jie near coincidence of the
Y lattice parameters and that of the superlattice prevented the direct observation of the
(0002) structural peak. Instead, as illustrated in Fig. 8 for a [DY26 1 Y9182 superlattice, the
bilayer harmonics of the (0002) (enhanced by applying a magnetic field which produced
ferromagnetic ordering) were scanned ard their width confirmed the quality and chemical
order coherence of the superlattice as shown by the (Qb,0,2. 22 1) nuclear harmonics of near
resolution width. Below 170 K, helical magnetic ordering was found in the basal plane of
the Dy layers; however, as shown in the figure the (0,0,1.995) Q- magnetic satellite scanned
along a* is quite broad and there are no resolved bilayer harmonics of the magnetic ordering.
Indeed the intrinsic width of this peak, after deconvolution of the resolution broadening, is
E = 80 A. This is quite close to the 73 A thickness of the Dy layers and is compelling
evidence that the coherence between the helices in adjacent Dy layers is destroyed in these
basal plane superlattices. This result thus established that the multiple layer coherence
indeed depends on the magnetic propagation vector (c*) being parallel to the growth axis.
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direction. The narrow resolution-limited peaks are the bilayer harmonics of the (0002), and broad
peak is the helimagnetic satellite. The width of this peak corresponds to a coherence range nearly
identical with the Dy layer thickness showing the loss of long-range magnetic coupling.

For the b-axis superlattices, the helical order which develops within each Dy layer also is
observed to have finite range. Transverse scans show that the width of the magnetic satellite
peaks along the (Il20) [a*] direction have essentially resolution width ( _ 500 A),
indicating that the ferromagnetic sheets in the basal planes of each layer are uniformly
ordrered and probably limited in extent only by the sample size (along a) and by the layer
thickness (along b). However, the coherence range measured along the c* in-plane direction
is significantly smaller and decreases with temperature to about 250 A below 100K. Thus
the helical stacking of the a-b ferromagnetic sheets within each layer is within a finite and
temperature-dependent domain size. Similar results for the range of magnetic coherence
were obtained for a [DY7 1 Y25167 basal plane superlattice.

SUPERLATMICE MAGNETIC COUPLING

The above results illustrate that long-range interlayer magnetic coupling is present
in superlattices for which the stacking direction is parallel to the c-axis propagation direction
of the periodic magnetic system and that such coupling is destroyed for stacking sequences
along basal plane directions. The interlayer exchange coupling is not simply ferromagnetic
or antiferromagnetic (except for Gd superlattices) but is of a more complex form as can be
demonstrated from the effective phase shift of the magnetic ordering across the Y layers.
This phase shift can be calculated from the asymmetry in the intensities of the [:agnetic
satellites Q and Q+ using equation (5). This has been done for the [Dy I YJ superlattices,
and as shown in Fig. 9, this phase shift is not a multiple of n (as for purely ferromagnetic
or antiferromagnetic interactions), but is completely prescribed by the number of interleaving
Y atomic planes. The phase shift corresponds to an effective "turn angle" of 51-52 degrees
per Y layer (K = 0.31 A).
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Fig. 9. (Left) Total phase shift of the spin density wave across Y and Dy layers as a function of
temperature for [DY161Y20189 and for [Dy16 1 Y 9 1,0. Note that the Y phase shift is not a multiple
of 7c and is independent of temperature. The Dy shift reflects the T-dependence of the turn angle (see
text). (Right) Temperature dependence of the interplanar turn angle for Y and Dy layers derived
from the propagation vectors, x, for three IDyIYI superlattices and for bulk Dy.

A theory by Yafet, 23 invoking only the RKKY interaction between Dy layers,
successfully predicts chiral coherency and the correct order of magnitude for the interlayer
interactions (as measured, for example, by the magnitude of the applied field required to
break down helical order). However, in this calculation the Y turn angle is not a constant
independent of Y thickness as observed experimentally. The model does correctly predict
the cross-over from ferromagnetic to antiferromagnetic spin configurations with varying Y
thickness as found in the [Gd I Y] superlattices.9

The complexity of the ordering in [Dy IY] and [EriY] superlattices and its
dependence on propagation direction has led us to suggest' that the mechanism behind the
long-range spin coupling is the stabilization of a spin density wave (SDW) in the Y and 4f
lanthanide conduction bands via RKKY coupling to the 4f local moments in the lanthanide.
In linear response theory 15 the real space exchange coupling J(R) can be expressed in terms
of a Fourier transform of a q-dependent exchange j(q):

qmax

J(r) E j (q) ei (6)
q= 0

where j(q) is in turn proportional to a conduction electron generalized susceptibility x(q)
through an exchange matrix element jsl(q) in the following form:

j(q) = :jsf(q) 1 2x(q)/2 (7)

X(q) has been calculated for Dy and Y from the band structure. 24' 25 This function exhibits
strong positive maxima along the c* direction at q = qmx ;0 0 (q = reduced wave vector),
where qmax is only minimally different for Dy and Y and is in general prescribed by
"nesting" features of parallel sheets of the Fermi surface. 26 In Dy and other lanthanide
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Fig. 10. (a) Schematic representation ofj(q) as discussed in the text for which the width along a*
reflects mainly the exchange matrix element while that along c* reflects x(q). (b) The envelope

function for the Fourier transform real space exchange, showing the highly anisotropic spatial range.
The oscillatory function is the actual transform function.

elements this calculated wave vector qmax is also very close to the measured magnitude of
the helical wave vector at the initial ordering temperature. In the a* and b* directions the
peaked behavior at q 4 0 is not observed and j(q) falls off in . manner that reflects the core
size and can be approximated by a Gaussian of width 0.63 A- . Using this form for j(q) in
the basal plane direction and that for c* as calculated by Liu, 25 Flynn et a]. 22 have derived
the three-dimensional representation for j(q) shown in Fig. 10a. The real space exchange
J(R) calculated from eqn. 6 is also shown in Fig. 10b, along with the overall envelope
function for the exchange. The salient feature of this calculation is that the range of the real
space exchange coupling is highly anisotropic and extends out to beyond 130 A with
significant amplitude in the c direction, but along the basal plane direction J(R) falls rapidly
to negligible values within about 12 A. This result clearly explains the existence of long-
range coupling through Y layers exceeding 100 A in thickness (see Fig. 5) in superlattices
grown along the c direction and also accounts for the lack of such coupling through Y layers
as thin as 26 A in [Dy Y] superlattices with growth axis along b (Fig. 8).

MAGNETIC PERIODICITY AND SUPPRESSION OF FERROMAGNETISM

The fit of eqn. 5 to the magnetic diffraction data for the superlattices yields values of the
propagation vector KA for the magnetic layer and a total phase shift across the bilayer 4>.
From these, the layer-to-layer turn angle w in the Dy (or Er) layers can be determined:

= 180 cA (8)Dy - 2' K A

Similarly, an effective turn angle can be determined for the spin density wave in Y which
is the turn angle to which the 4f spins would lock if present. Fig. 9 (right) displays the turn
angles for the Dy superlattices, while the turn angles for the c-axis modulated spin structure
of the Er superlattices is shown in Fig. 11. It is noted that ( in the Y remains constant at
about 51-52 degrees/Y layer (K = 0.31 A-'), corresponding closely to the peak q position
in x(p). 24 '- 5'2  The turn angle between the Dy planes varies with temperature as in bulk
Dy, 2 but without the first order drop to w = 0 at 85K which signals the onset of the
ferromagnetic state (suppressed by epitaxial clamping of the magnetostrictive modes in the
superlattices as discussed later). This temperature dependence has been suggested to arise
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from the development of superzone gaps in the Fermi surface coupled to the order
parameter, 2 9 or from the effects of the magnetostrictive interactions. 32 In bulk Dy at TN,
w has the value 43.2' which decreases to 26.50 just above the first order transition to
ferromagnetism at Tc .28 In the superlattice [Dy 16 1 Y 9 ]1 00 the turn angle is observed to
lock-in to 30 degrees below about 50 K, presumably driven by the increase in the sixfold
basal plane single ion anisotropy energy. For Er superlattices, using an analysis including
the effects of strain modulation, distinct turn angles were obtained for the c-axis and the
basal plane moment components which also order at different temperatures. More recent
measurements at low scattering angles, for which strain modulation effects are negligible,
produced identical values for the turn angles of both components as in bulk Er. As shown
in Fig. 11, the c-axis turn angle is about 50 (=21r/7) per layer corresponding to the high
temperature initial state of bulk Er and shows relatively little temperature dependence
compared to bulk Er which is given by the solid line. The plateaus in the bulk turn angle
(indexed by the fractions) correspond to stable commensurate moment configurations (a spin
"slip" structure) as derived by Gibbs et al. 19 from an analysis of the magnetic x-ray
scattering using synchrotron radiation.

The absence of the low temperature ferromagnetic transitions observed in bulk Dy
at 85K and in Er at 20K is a universal characteristic of the superlattices studied and also of
Dy and Er films grown on sapphire substrate with Y strain relieving layers. 12,22,30 In the
bulk elements the ferromagnetic phase transition is driven by a reduction in the
magnetostrictive energy associated with the ferromagnetic state compared to the helical (or
c-axis modulated) configuration. 3 1' 32 In Dy for example, the exchange interaction favors
the helical ordered state by an energy difference of approximately 1K/atom at 0 K. This is
countered by the large magnetostrictive energies which consist of two principal modes: (1)
an anisotropic y-mode strain 33' 34 that corresponds to an orthorhombic symmetry distortion
of the basal plane and that is effectively "clamped" in the helical state and (2) isotropic a-
mode c- axis and basal plane dilations (partially clamped in the helical state). The
magnetostrictive energy reduction from allowing these strains to unclamp in the
ferromagnetic state amounts to about 2 K/atom at T = 0 and about 1 K/atom at T, = 85.
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In bulk Dy, this is sufficient to overcome the equivalent exchange energy difference favoring
the helical state and to drive the system ferromagnetic at 85 K. In the superlattice7 there is
further clamping by the presence of the non-magnetostrictive epitaxial Y layers attached on
either side of the Dy. This clamping strongly inhibits the y-mode strain and is relatively
weaker for the a-modes. The a mode energy (calculated to be - 0.6 K/atom at 85 K7) is
insufficient alone to drive the transition, and the clamping of the y-mode strain forces the
Dy in the superlattice to remain helical down to low T. In Er superlattices and films, the
absence of the conical ferromagnetic state and the weaker temperature dependencies of the
turn angles compared to bulk Er are also ascribed to magnetostrictive effects.

MAGNETIC MOMENTS AND INTERFACE DISORDER

The coherent 4f atomic magnetic moment in magnetic layers of the Dy and Er
superlattices can be calculated from the observed magnetic scattering intensity relative to the
nuclear intensities. The resulting temperature dependence of the moment is shown in Fig.
12 for Dy and Er superlattices and compared to a Brillouin curve ( = 15/2) for Dy and to
the experimental bulk c-axis and basal plane moments for Er. For the Er superlattices the
data analysis was based on 1 simple parameterization of the squaring-up process. Note that
the low-T value of the c-axis moment is 8 .B as in bulk Er (total free ion moment = 9 LB),
and with a rapid fall-off at increasing temperatures. The 5 K basal plane moment (helical)
is about 3 .5lB which is reduced from the bulk value of 4 pB. For Dy, the calculated atomic
moments for both superlatticess fall below the Brillouin curve for the 10 iB free ion moment
of Dy. The figure also shows the total overall magnetic intensity obtained from a difference
pattern between scans taken at temperature (T) minus that for T > TN. This difference
intensity, which should include all the magnetic scattering (coherent and incoherent), does
accurately follow the Brillouin curve. These results imply some degree of disordered
moment, presumably in the interface layers, which does not contribute to the coherent
moment. Additional evidence 7 for this is found in a temperature-dependent weak broad

12 12- C-a bawl

o .[Er,,,Ylg] & A'
1-BriIlouin Function 1 15/2) - ar03 Ja a bl

9. % % f\/
-a rrr A.

bulk Erc-a~ds \

[DyY,Y, Total integ. Intens .

D Dy 6 Y., .t A

4- - -0

.I L M tt
2 D' DyY,4 64 Laye~r MomentA

30 60 90 120 150 180 0O 40 80
T(K) T(K)

Fig. 12. (Left) Temperature dependence of the coherent Dy layer moment in [Dy1 6 Y2 0 18 9 and
(Dy,51 Y 1 4 164 superlattices compared to a Brillouin function. Also shown is the total integrated
magnetic intensity. (See text.) (Right) The c-axis and basal plane moment components for
IEr13 1Y2 61, [Er 23 jY 91, and [Er 13 jY261 superlattices (TN = 78.0, 78.5, and 72.5 ± I K,
respectively) compared to bulk Er (TN = 84 K). The ordering temperature for the basal plane
components is about hall' the value for bulk Er.
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Fig. 13. Enlarged plot of the (0001) scattering in the [Dy 1 5 1 Y 1 4 164 superlattice showing the broad
magnetic peak underlying the pattern at the (0002) position. This peak, reproduced by the shaded
area, reflects short-range ferromagnetic correlation of the some of the moments, presumably those in
the interface layers. This explains the reduced coherent layer moment (Fig. 12).

diffuse scattering which underlies the [00021 nuclear peak. This is shown by the enlarged
plot in Fig. 13 for a [Dy 15 1 Y14 164 superlattice at 10 K. The shaded area is a representation
of the broad incoherent scattering underlying the (0002) diffraction peak at Qz = 2.24 A-'.
The broad distribution reflects ferromagnetic moment correlations of a range of order 10 A.
The reduction of the coherent moment in the interface layers has also been found in [Gd-Y]
superlattices by Majkrzak et al. 3 and has been calculated directly from magnetic diffraction
data on [Gd I Y] using polarized synchrotron radiation data by Vettier et al. 35  The best fit
model to the diffraction data as shown in Fig. 14 assumes the full Gd moment (5.6 lLB for
T = 150 K) at the center of the Gd layer with a reduction in the planes near the interface.
Interface disorder effects are presumably responsible for the decreased coherent moments
in the Er superlattices also.

MAGNETIC FIELD DEPENDENCE

The response of the superlattice systems to an external applied field has been studied
by both bulk magnetization and by neutron diffraction. The results of the bulk magnetization
study on [Dy Y] superlattices can be found in ref. 8, and results on the [Er Y] in refs.

6.0 Gd21Y21
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" _I- 4.0

otij 3.0
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<4 _1
w 10 I

0.0
20 0 20

LAYER NUMBER

Fig. 14. Models for the spatial magnetic moment modulation in a [Gd 21 Y2 1 1 superlattice. The
dashed curve follows the chemical modulation, and the solid curve, which gives the best fit to the
data, represents the full 6.0 I B moment (T = 150 K) at the center of the Gd layer with a smooth
decrease in the interface planes (after Vettier et al. 3 3 ).
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Fig. 15. (Left) Field dependence of the Q- magnetic satellite in [Dy/61 Y 2 0 18 9 at 130 K. The satellite
and magnetic bilayer harmonics are observed to broaden in low fields reflecting a loss of coherence.
(Right) Only at fields higher than 10 kOe is the intra-layer helimagnetic structure gradually destroyed
by the field and the resulting ferromagnetic component appears as intensity on the (0002).

11,12. The magnetization process has also been studied by neutron scattering with a
superconducting magnet to apply fields in the basal plane of the c-axis growth superlattices.
The effect of the field on the [DY61 Y2 0 18 9 sample varied depending on the temperature. 9

At 10 K (0.059 T), the intensity of the Q- satellites was observed to decrease above about
3 kOe and to essentially collapse in fields of 10 kOe and higher. This corresponds to the
destruction of the helix by the applied field and its conversion to ferromagnetic order. This
is the same as in bulk Dy, although without a discontinuous transition as in Dy at low T.
The intensity removed from the Q' helix peaks reappears concomitantly as ferromagnetic
intensity added to the (0002) peak and its harmonics. At higher temperature, for example
130 K (0.77 Tc), as illustrated in Fig. 15, the Q satellites are observed to first broaden
increasingly with field. This corresponds to a decrease in the magnetic coherence length and
at the higher fields the coherence is lost to a degree that merges the three satellite peaks into
one broad maximum. This initial loss in coherence occurs before an appreciable
ferromagnetic moment component is developed as shown in the figure where additional
(000f) intensity is evident only above 10 kOe.

As suggested in ref. 7, this loss of coherence may arise from a Zeeman coupling of
the applied field to the uncompensated moment, which is the vector sum of the moments in
a Dy layer. It will be in general non-zero because of an incomplete helical period at the
layer boundary. As shown in Fig. 16, the net uncompensated ferromagnetic moment can
be quite large and varies with the Dy layer thickness and also with temperature because of
the variation of both the turn angle and the order parameter. At temperatures near TN it is
suggested that this coupling to the helically directed (super-spiral) uncompensated moment
in each layer acts like a random field and breaks the weak interlayer exchange coupling of
the Dy spins. This results in independent layer helical magnetism as is reflected in a single
broad magnetic satellite at the centroid of the three original zero field satellites. At low
temperatures the decreased thermal spin disorder and strongly increased anisotropy and
magnetostriction interactions result in a lower ferromagnetic transition field and apparently
preclude the loss of coherence before the helical order is eliminated.
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Fig. 16. Uncompensated net ferromagnetic moment resulting from the incomplete helicies in the Dy
layers. It is suggested that at temperatures approaching TN, the coupling of the applied field to this
net moment destroys the long-range interlayer coupling.

This explanation is also consistent with the behavior of the [DY16 IY91I100 sample that
has relatively less Y and a larger zero field coherence length. (See Fig. 5.) Due to the
thinner Y layer this sample is expected to have a stronger interlayer exchange coupling, and
it was found that there is relatively little broadening of the Q- satellite at 130 K (or at lower
T) on application of a field. This suggests that the applied field Zeeman coupling to the net
moment is insufficient to break the relatively stronger c-axis exchange coupling in this
sample. The onset transition fields (<I kOe at 10 K) for the helical to ferromagnetic
conversion are lower than in the thicker Y sample, reflecting again the larger
magnetostriction and anisotropic energy densities.

The magnetization of an [Er 13 1 Y26]i00 superlattice as measured by both neutrons and
a SQUID magnetometer is shown in Fig. 17. At low temperatures the turn angle in zero
field was found to be 50.3 . As shown in the left figure (a), on application of a c-axis field
(H = 7 kOe internal) this shifts to the commensurate value w = 21r/7 = 51.4 with no loss
in the long-range magnetic coherence. The relatively poor resolution of the principal and
superlattice peaks is a consequence of the out-of-scattering plane (1,1,2 , ) scan. At higher
fields no further shift in q is observed indicating that the 2t/7 state is the stable
configuration. At 40 K (Fig. 17b, left), the zero field state already has the stable w =2n/7
value and is thus not shifted by application of a 8 kOe field. However, larger fields strongly
shift the q-centroid and produce broadening indicating a loss of coherence. This shift
corresponds to the development of linear fan states with an average o - 35, which is
significantly lower than any turn angle in bulk Er. The lower magnetoelastic energy in the
superlattice due to epitaxial clamping favors the formation of a fan state instead of a direct
transition to a c-axis aligned state. The fan states also appear as plateaus in the SQUID
magnetization data in Fig. 17 (right) for temperatures of 20 K and higher. The
magnetization step at low fields corresponds to a net moment of 1/7 of the saturation value
which is characteristic of the 2u/7 commensurate lock-in state. It is noted in Fig. 17b (left)
that the zero field remanent state following appplication of a 27 kOe field recovers the zero-
field-cooled turn angle but the range of coherence is appreciably reduced.
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applied field showing the shift in ca tc the 2it/7 state. (b) At 40 K the zero field ca = 2/7 and there
is no shift at 8 kOe. Higher fields induce fan states which are also observed in the magnetization

SUMMARY

Artificial metallic superlattices of the heavy lanthanide elements with yttrium have
been shown to exhibit incommensurate (except Gd) periodic magnetic order that is coherent
over several bilayer periods. The features of the ordering, including the phase and chirality
coherence observed in [Dy IY] systems, suggest that the order is propagated via a spin
density wave in the Y conduction bands stabilized by the 4f spins. Superlattices with the S-
state ion Gd behave similarly, except that the interlayer coupling is only collinear
ferromagnetic or antiferromagnetic. The existence of the long-range propagating order is
found to be independent of the direction of the net moment component (viz., Dy vs. Er) as
long as the stacking direction of the superlattice is parallel to the propagation vector of the
magnetic structure (c*). However, [Dy I Y] superlattices produced with the growth axis in
a basal plane direction are observed to have no long-range interlayer coupling consistent with
the large anisotropy in the conduction electron generalized susceptibility, which leads to a
large anisotropy in the real space exchange coupling range. In the [Dy I YJ superlattices, the
magnetic coherence length is found to be proportional to the reciprocal thickness of the
intervening Y layer. In the Dy-Y superlattices, the application of an external field effects
a gradual transition to an aligned ferromagnetic state. This transition is preceded at
temperatures approaching TN (in samples with relatively thick Y layers) by a loss in
interlayer coupling before the helical ordering is broken.
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INTRODUCTION

In this paper we describe several x-ray diffraction techniques which we have
found to be very useful for characterizing the structure of magnetic multilayers and
superlattices. Examples are given from several of the magnetic and non-magnetic
materials studied recently with these techniques.

HIGH-ANGLE 0-20

The lattice constants of most materials of interest for use in magnetic multilayers
and superlattices are a few Angstroms. Since k = 1.542 A for the commonly used Cu
K, radiation, this means that high symmetry crystallographic planes (e.g [1101 for bcc
materials, 1111] for fcc, etc.) will result in diffraction at angles 20 = 350-450. Diffraction
at angles in this range is referred to as "high-angle" diffraction in this paper.

Satellite Peaks

Satellite peaks in the high-angle x-ray diffraction spectra (as well as the presence
of low-angle superlattice Bragg peaks), are direct evidence of composition modulation
and long range structural coherence in a superlattice.1" 2

-'
4 It can be shown 5,6 that the

spacing of the satellite lines should obey the relation

A = X,/2[sin01 - sin0. 1 ] (1)

where A is the superlattice wavelength, X, is the wavelength of the x-rays, and 0, and
0,. are the diffraction angles of two adjacent satellites. Thus, as the modulation
wavelength A of the superlattice is decreased, the separation of the superlattice lines
should increase in angle. A plot of the high-angle x-ray lines for a series of Cu/Pd
superlattices is shown in Figure 1. Data of this type can be used to directly determine
the modulation wavelength A of each superlattice sample.
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Figure 1. X-ray diffraction intensity vs. diffraction
angle 20 for a series of Cu/Pd superlattices of
wavelength A.
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Structural Coherence Length from the Scherrer Equation

After deconvoluting instrumental broadening and the overlap of adjacent x-ray
satellite peaks, the Scherrer equation,' can be used to convert measured x-ray
linewidths into structural coherence lengths. For example, in Fig. I the linewidth of the
central Bragg peak (20 _ 420) is seen to remain very narrow over the entire range of
wavelengths shown, down to A < 10 A. From these linewidths we calculate the
structural coherence length perpendicular to the Cu/Pd layers to be > 150 A for 10 A <
A < 115 A. This indicates that the structure perpendicular to the layers is coherent over
many interfaces in this material.'

Different Crystal Planes

High-angle Bragg diffraction is usually made from crystal planes which are in
the plane of the substrate. However, diffraction also can be made with the sample
surface rotated to some other fixed angle.' For example, the (211) planes in a metal
with bcc structure are at an angle of 30' with respect to the (110) planes. Consequently,
the sample can be mounted in a standard diffractometer at 30' with respect to the
substrate normal, and 0-20 scans made through the (211) reflections. Knowing the
structural coherence length perpendicular to the substrate and at some other angle
relative to the substrate normal is sufficient to obtain a measure of the in-plane
structural coherence length.

Strain

The intensity of the x ray diffraction peaks contain information about the strain
in the samples. Since strain can affect the magnetic properties of a thin film, such
information is desireable. If we assume that in the siperlattice the scattering factor
varies over the range f( ± l) and lattice spacing ovei the range d 0(1 ± ), and we also
assume that the strain amplitude , is small, we can write an expression for the ratio of
the intensities of the first order satellites as9

I/P- [(A/d - 1)F + ii]2/[(A/d + 1)r - 1112 (2)

Experimentally, the ratio of the first order satellite peaks, P/1, is obtained as a function
of A after correcting for the Lorentz, polarization, and Debye-Waller factors in the x-ray
intensities."0 By considering the elastic nature of each layer, we can convert the
coherency strains E obtained from Eq. (2) into parallel strains ep. The perpendicular
strains are converted into parallel strains by use of the definition of the Poisson ratio e.
= -ve., where v = 1/3 is assumed for both layers. Strains determined in this way from
diffraction measurements from a series of Mo/Ta superlattices are plotted as a function
of A in Fig. 2, where the dashed line is the theoretical curve. Except for the A = 9 A
sample wc see that the experimental data agree reasonably well with the theory. The
data in Fig. 2 suggest a critical wavelength A, = 28 A, at which point misfit dislocations
are introduced in the layers. Beyond this, the data show the expected decreasing of
strain with further increasing A. Figure 2 indicates that some kind of structural
transition is occurring, which would affect the physical (e.g. magnetic) properties of a
superlattice. However, caution must be taken when trying to determine information
about structure parallel to the interfaces from spectra obtained with a scattering vector
perpendicular to the layers, as this can lead to ambiguous results.9

LOW-ANGLE 0-20

As discussed above, for Cu K, radiation (k, = 1.542 A) and typical lattice
constants a = 2 A, the Bragg condition for high symmetry planes is satisfied for angles
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20 = 400. However, the diffraction condition also can be satisfied directly from the
superlattice repeat distance A. Since a typical sample of interest might contain = 5-50
atomic layers in each A, the low-angle Bragg peaks should occur for angles 20 < 0.5-5.

Figure 3 shows an x-ray diffraction scan at grazing incidence angle for a Mo/Si
sample of A = 126 A (dMo = 31.2 A; d, = 94.8 A). At very low angles (<0.60) the
reflectivity of the sample approaches 1.0 due to total external reflection. The lowest
order Bragg peak, occurring at 20 _ 0.90, is seen to be distorted. This is caused by
refraction of the x-rays due to the slight difference of indices of refraction between the
sample and air. The regularly spaced subsidiary maxima between the low angle Bragg
peaks are due to the finite number of bilayers (15) in this sample. Figure 4 shows an
expanded region of this data near the 5th and 6th Bragg peaks. The 13 subsidiary
maxima due to the 15 bilayers in this sample can be clearly seen. The presence of such
subsidiary maxima are direct evidence of the quality of the layering, since variations in
layer thickness of only ±0.5% would ob iterate these peaks. The bilayer spacing (A =
dM. + d) can be determined accurately from the Bragg peak positions and, by fitting
model calculations to the measured curve, the thickness ratio (Y = dMo/A), r.m.s.
roughness of the layers, and the thickness of oxide on the top Mo layer can be
deduced.3 Unfortunately, for some materials of interest (e.g. Co/Pd), the x-ray contrast
between the materials in the two layers is too small to give rise to more than one or
two low angle peaks in spectra obtained using a conventional sealed tube x-ray source.
Thus, the information which can be obtained from measurements of such samples is
limited, unless data is taken using an intense source, such as a synchrotron.

WIDE-FILM DEBYE-SCHERRER

Wide-film Debye-Scherrer x-ray diffraction ("Read camera")1' 12
,
13

measurements are very useful for studying the crystalline structure of metal-metal
superlattices. The Read camera uses a glancing angle x-ray beam incident at some
fixed angle with respect to the substrate (typically 50 - 50°, depending on what features
are being studied), and the diffracted beams then emerge in various directions
determined by the crystal structure. However, unlike the case of the 0-20
diffractometer, the scattered wavevector is no longer constrained to be perpendicular to
the substrate in order to be detected. Thus, one photograph contains information about
the crystal structure perfection both in and out of the plane of the substrate.

Figure 5 is a portion of a Read camera diffraction pattern from an MBE-grown A
= 26.4 A Co/Pd film on a (110) GaAs substrate. Sharp spots from the single crystal
Ga/As substrate are clearly visible, as are the superlattice lines from the Co/Pd sample.
The angular width of the Co/Pd superlattice "spots" indicates a mosaic spread of only
about ±5°. In addition to the (110) spot at 20 = 400, which would have been measured
by a standard diffractometer, one also sees diffraction from the (011) and (01T) planes
oriented at 60" with respect to the (110) spot. These spots all are due to diffraction
from planes with the same spacing, and thus occur at the same 20 value. However,
with the Read camera it is possible to confirm that they have the proper
crystallographic orientation with respect to each other, as expected of a sample which is
close to single crystal in quality. At higher angles one sees the (200), (211), etc. planes,
all of which lie at the correct "single crystal" values with respect to each other.

SEEMANN-BOHLIN

The Seemann-Bohlin scattering geometry is very similar to that of the wide-film
Debye-Scherrer technique discussed in the previous section.14 ,1

5'16' 7"18 However,
instead of photographic film, a scintillation counter is used to detect the diffracted
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3, showing the 13 subsidiary maxima between the 5th and 6th
low-angle Bragg peaks.
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Figure 5. Portion of a wide-film Debye-Scherrer diffraction
pattern from an MBE-grown A = 26.4 A Co/Pd superlattice.
Approximately 45% of the entire pattern is shown in this
Figure.
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Figure 6. Seemann-Bohlin diffraction scan from a A 15 APd/Co
multilayer of total thickness t -160 A
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beams. This limits the diffraction information collected to that of a single arc in
reciprocal space, rather than the wide area possible with a sheet of film. However, use
of a counter means the sensitivity is much greater than possible with photographic film.
Also, an incident beam focussing monochrometer is used, giving much higher
intensities, as well as greatly increased resolution. Because the x-rays are incident on
the sample at a grazing angle (o, the effective film thickness is increased by
approximatey 1 /sino. This enables very thin films to be studied with this technique
using conventional sealed tube x-ray sources. Figure 6 is a scan made of a sputtered A
= 15 A Pd/Co multilayer on a sapphire substrate. This sample consists of 10 Co layers
of dc. = 4 A and 11 Pd layers of dld = 11 A, for a total sample thickness of only = 160
A. In spite of the thinness of this sample, diffraction from three crystallographic planes
can be resolved.

LAUE

Transmission and reflection Laue diffraction using polychromatic Mo radiation
is useful for determining the symmetry of growth of multilayer thin films. The primary
difficulty with Laue diffraction is the small diffraction intensity from the thin film as
compared to the diffraction intensity from the substrate. This can be overcome in some
cases by removing the sample from the substrate. However, strong adhesion often
means that the sample is damaged in the removal process. For materials which grow
best on substrates such as single crystal sapphire, removal by dissolving the substrate is
not possible.

SUMMARY

We have described several x-ray diffraction techniques which are very useful for
characterizing the structure of magnetic multilayers and superlattices. These techniques
provide complementary information to the others, so that using a combination of them
is desireable when attempting to establish structure-property relationships in magnetic
multilayers and superlattices.
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INTRODUCTION

In this paper we present some theoretical and experimental results on
the characterization of roughness in thin films and multilayers by
scattering techniques. Particular attention is focussed on the difference
between specular and diffuse scattering and on correlated roughness between
interfaces.

SPECULAR VS. DIFFUSE SCATTERING

There are two components to the scattering cross-section from a rough
surface. One is a true specular component which is restricted to the
specular ridge (chosen as the qz axis in reciprocal space) and which
contains the factors 8(qx) 6 (qy) and is a function of qz. This component
is thus limited only by the resolution width of the spectrometer in a
transverse scan (rocking curve) across the specular ridge in q-space. The
other is a diffuse component due to the height-height fluctuations of the
interface. It is centered at qx-qy=O but is in general broader than the
instrumental resolution and gives "tails" to the rocking curves, as well as
being a function of qz. The specular reflectivity is obtained from the

true specular component as 1,2

R= R, exp(-q,4 2) (1)

where RF is the usual Fresnel reflectivity for a smooth surface of the same

material, q, is the value of qz inside the medium (4-q. q, where qc is

the critical normal wavevector transfer for total reflection), and G is the
rms surface roughness. To obtain a true estimate of the glabA2 surface
roughness one must subtract from the measured intensity the estimated
diffuse scattering under the specular ridge, i.e. one must separate the two
components (else one is measuring only a (smaller) lonal roughness over a
region inversely proportional to the instrumental acceptance width in q-
space). In practice, this can usually be done by measuring the diffuse
scattering on either side of the specular ridge by slightly missetting the
reflecting surface off the specular angle, although if the diffuse
scattering is sharply peaked around the specular ridge (i.e. if the surface
height-height correlations are long ranged) one may need very tight
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Fig. 1 (Lower) On-ridge nominal specular scattering (solid curve) and
diffuse background (dotted curve) for a GaAs/AlAs multilayer at small
angles. (Upper) The true (background subtracted) specular reflectivity.
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resolution settings. One must also integrate over the width of the true
specular peak in the rocking curve, noting that the resolution width
changes continuously with qz. Such procedures have generally not always
been followed in reflectivity measurements from multilayers, resulting in
probably considerable underestimates of surface roughness. As an example,
we show in Fig. 1 the specular and diffuse scattering (i.e. off-specular
scattering) from a GaAs/AlAs multilayer in the small angle region as
measured at the National Synchrotron Light Source at Brookhaven3 . Note
that the difference which is the true amplitude of the specular scattering
decreases much more rapidly with qz than the "raw" intensity yielding a
larger value of the roughness. Note also that the diffuse scattering also
shows multilayer low angle Bragg peaks. This is due to correlated
interface roughness and is discussed in the next section.

CONFORMAL INTERFACE ROUGHNESS

We now discuss the general results for scattering from a multilayer
where the interfaces possess correlated or conformal roughness, in the
sense illustrated in Fig. 2. we work here in the small angle limit, i.e.
we neglect the crystal structure of the materials assuming only uniform
electron densities in the layers separated by (rough) interfaces. This may
be expressed mathematically in the following manner. If 8 zi(r) is the
height fluntuation of interface i above its ayxd= value at lateral
position r in the plane, we write

= ci(ir) (2)

If the roughness of the interfaces is truly uncorrelated, cij(r)=8ijc(r)

where c(r) can be generally taken to be of the form a2 exp(-r/k||)h)

(o<h<l)1 , and the diffuse scattering will be the incoherent sum of the
diffuse scattering from each interface. If on the other hand, there is a
degree of conformal roughness (as in Fig. 2), we may write

= c + or exp(Iz, - z / ) ci)(3)

where zi, zj are the mean positions of interfaces i.j respectively, and
is a conformal correlation length along the z-direction. (We have assumed,
for simplicity, that the mean square roughness of each interface is the
same) Co(r) represents a short-wavelength fluctuation on each interface
which is independent of the others. Then the expression for the diffuse
scattering intensity from the N interfaces in the multilayer can be shown

to be given in the Born approximation by
3

1=12 ex[q(U2 -,5 ji_)] F
q.2 kSinxSin3 f Ap1Apj e'("-z) p +(4)

while the expression for the integrated specular reflectivity in the Born
approximation is given by

R = 167r2 ApApj -iq.(zd --,) exp[-q, (a2 + 62 i- Jl)]
(5)

In Eqs. (4) and (5), I is the detector counts per second, I0 the incident
beam intensity (we assume the sample completely intercepts the beam), ko
the wavevector of the incident radiation, a and 0 the angles which the
incident and scattered beams respectively make with the surface,

e2Ap, = e2(,_- n,+)
nw (6)

where ni± denotes the electron density of the medium above or below the
interface i, 8 is the root-mean-square random error in the mean thickness
of each layer compared to its nominal mean thickness, and

F q)= Jf dya+{ec,(1) e- ie,Y (7)

qu being the component of the set momentum transfer parallel to the
surface. These expressions are only valid for qz>>qc while near or below
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Fig. 2 Schematic showing conformally rough interfaces in a multilayer.
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Fig. 3 Transverse scans of the diffuse scattering across the specular
ridge for a Pb/Ge multilayer at a specular maximum and at a minimum.
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the critical angle they have to be modified according to the Distorted Wave
Born Approximation2 in a manner which we shall not have space to discuss
here. Eq. (6) must of course also be convolved with the instrumental
resolution in order to reproduce the observed counts.

We now discuss qualitatively the structure of the scattering. The

factor e-q.'5 i-jj arising from the cumulative deposition error 8 will produce
a "smearing out" along qz of both the specular (Bragg) peaks and the
diffuse scattering peaks. (In the limit of an infinite number of bilayers,
the Bragg peaks would become delta functions in qz but are broadened to

Lorentzians by this factor). If is very large, i.e. the conformal
roughness persists over all the interfaces, so that cij(r) becomes more or

less independent of i.j, then the factor e- '("-')in the diffuse scattering
will produce constructive and destructive interference between the
scattering from the various interfaces, resulting in the peaks in the
diffuse scattering seen in Fig. 1. Thus a transverse scan (rocking curve)
across the specular ridge will show a different line shape when qz is at a
Bragg peak and when it is at a minimum between peaks. This is illustrated
in Fig. 3 for a Pb/Ge multilayer4 . The transverse scan across a qz-minimum
is fairly flat, corresponding to rather short-length scale height-height
correlations which are not conformal between interfaces, while that across
a Bragg peak is peaked strongly at the specular ridge, implying conformal
long length-scale height fluctuations across the interfaces. The
additional peaks at transverse q-values do not imply periodic order along
the surfaces, but are rather a interesting manifestation of what we may
call "generalized Yoneida scattering 2 ,5 (due to multiple Bragg and diffuse
scattering whenever either the incident or scattered beams make an angle
with the surface corresponding to total reflection or Bragg scattering).

It should be borne in mind, for crystalline multilayers, that the
roughness of the interfaces is a manifestation of the height and
orientation distribution of the microcrystalline grains at the interface.
Thus a combination of small and wide angle data is needed for a complete
micro-characterization of the grain morphology in multilayers. Detailed
results will be given elsewhere3 .
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INTRODUCTION

In recent years a great deal of effort has been devoted to the study
of the growth of thin-films with microstructures that lead to physically
interesting and technologically useful properties.1  Modern deposition sys-
tems increasingly have been used to produce magnetic films with controlled
values of magnetization (Ms), coercivity (Hc), uniaxial anisotropy (Ku),
ordering or compensation temperature (Tc), etc. Much of the driving force
for this research has come from the hope that, with enough understanding
and control of the microstructure and its relationship to properties, it
will become easy to design magneto-optic or perpendicular recording data-
storage media, or to create thin-film hard or semihard magnets which car be
coupled with semiconducting integrated circuits, micromachines, microsen-
sors, actuators, etc.

In this paper we review recent work in this field with particular
emphasis on thin films containing rare-earth elements. The rare earths,
particularly when combined with the ferromagnetic 3d transition metals (Fe,
Co and Ni), form a vast array of compounds and alloys with widely variable
properties. Moreover, amorphous alloys of the form a-TbFeCo and crystal-
line compounds of the Nd2 Fe 1 4 B class constitute two of the most important
magnetic materials for high-density erasable magneto-optic data storage and
for high energy-product permanent magnets, respectively. In both of these
applications the single-ion anisotropy of the rare earth element, plus
subtle or straightforward anisotropic atomic structures, lead to a uniaxial
magnetic anisotropy which is at the heart of the desired properties. An
additional desirable feature of the rare earths is that their chemical sim-
ilarity leads to easy substitution of one for another. By contrast, their
Hund's rule interactions and the presence or absence of orbital angular mo-
mentum produces a wide range of ferromagnetic or ferrimagnetic structures,
when combined with 3d moment-bearing ions, ard either very strong or rather
weak magnetic anisotropies.

Specifically, in this paper we will focus on the use of a multi-
ple-gun sputtering system, such as that shown schematically in Fig. 1, to
produce thin films of RT-TM multilayers. The ability to deposit multilay-
ers, with characteristic layer thicknesses in the nanometer region, gives
one the hope of affecting the local atomic arrangements in ways that will
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produce interesting properties. The many controllable parameters available
in a deposition system (e.g., sputtering pressure, substrate temperature,
deposition rate, etc.) permits a variety of multilayered structures to be
grown, and some of these are illustrated in Fig. 2. A coherent layered
structure, or single-crystal superlattice, is shown in Fig. 2(a). A compo-
sitionally modulated alloy (CMA), with some disorder at the interfaces, is
depicted in Fig. 2(b). A variety of other multilayers are shown in
Figs. 2(c)-2(f), with the latter two showing schematically ferromagnetic
and ferrimagnetic examples with differing atomic structures. Additional
complexity can be introduced by employing rare eartn (RE) and transition
metal (TM) elements when the REs possess orbital angular momentum and sin-
gle-ion anisotropy. In a homogeneous amorphous RE-TM alloy such as a-TbCo,
the randomness of the structure produces random easy magnetic axes, which
tends to disorder the RE moments, below the spin-freezing temperature, into
a frozen spin-glass-like structure. Often this is called a speromagnet, a
term which is used reasonably to indicate that the disordered spin struc-
ture is caused by random magnetic anisotropy (RMA) rather than exchange
fluctuations which produce a typical spin glass such as Cu-Mn. When RE/TM
multilayers are considered, some rather complex magnetic structures can be
envisaged and a fe, examples of these are shown schematically in Fig. 3.
Here, an idealized RE/TM multilayer with perfectly sharp interfaces is
shown in (a), and a sine-wave modulated multilayer, with CRE(z) and CTM(z)
representing the atomic fractions of the RE and TM along the growth direc-
tion z, in (b). Fig. 3(c) shows some possible RE-TM amorphous alloy mag-
netic structures for light and heavy REs with random anisotropy, and for
gadoliniim with no random anisotropy. The "fanned" RE structures shown for
the Nd and Dy structures result from random anisotropy in the assumed amor-
phous structure of the CMA.

Research on RE/TM multilayers in the last few years has been stimu-
lated by several factors. First, there has been growing interest in mag-
netic and other phase transitions in physical systems which approach two or
even one dimensions. Second, considerable progress has been made in under-
standing magnetic transitions in random systems such as spin glasses and
random magnetic anisotropy (RMA) systems. In the latter case, scaling
analyses have indicated the presence of a true phase transition, and theo-
retical work has indicated that when a coherent anisotropy is added to the
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Fig. 1 Schematic of multiple- Fig. 2 Examples of multilayers.

gun sputtering system.
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RMA problem, the speromagnetic ordered state is converted into a ferromag-
netic-like one.2 Naturally, the deposition and growth of thin films does
tend to produce a uniaxial anisotropy and thus there is the hope of relat-
ing recent theory to thin-film RMA systems, i.e., those containing RE ions
with orbital angular momentum. Third, work in the early 1970s showed a

perpendicular magnetic anisotropy (PMA) in sputtered, nominally isotropic
RE-TM amorphous films. The origins of this PMA have remained controversial
ever since, but it often has been claimed that anisotropic pair correla-
tions, for example excess TM-TM pairs in the film plane or excess RE-TM
pairs normal to the film plane, were the sources of the PMA. Clearly, the
modern multiple-source deposition systems, such as that of Fig. 1, permit
the control of the atomic pair correlations and their anisotropy, and thus
allow one to investigate these questions. These circumstances have moti-
vated the research to be outlined in the remainder of this contribution.

This article is intended to review our understanding of the physics

of thin-films such as those introduced above. We do not review exhaustive-
ly all of the specific systems that have been investigatea experimentally,
but rather illustrate with a few examples the kinds of phenomena that have
been observed. In the following sections we discuss aspects of the experi-
mental determination of the anisotropy, summarize some systematics of PMA

in RE/TM multilayers, outline a theoretical model for PMA in these systems,
and discuss recent work on magneto-optics of RE/TM multilayers.

3 -5

MAGNFTIC ANISOTROPY IN THIN FILMS

The measurement, interpretation and theoretical understanding of the
magnetic anisotropy of thin films is of great importance fundamentally and

for practical reasons. This section is intended to be a tutorial on defi-
nitions and measurements of anisotropy energies and fields in thin films.
It has been found that there is some confusion on these concepts, even
among those performing research on modern materials.

Definition and Measurement of Anisotropy

In the uniaxial case one may write the anisotropy energy per unit
volume as

Ea = Ku sin 2 0, (1)

where 0 is the angle between the magnetization (A) and the easy axis (').

The anisotropy constant (Ku) can be measured with a torquemeter. Here we

FIE
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Fig. 3 Schematic diagrams of: (A) idealized multilayer with sharp inter-
faces; (B) sinusoidally modulated RE/TM multilayer; and (C) mag-
netic structures possible in RE-TM glasses and multilayers.
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focus on its determination by magnetization measurements as a function of
the direction of the applied field (na)" The measured anisotropy, or effec-
tive anisotropy, is determined by measuring the area between the parallel
(Aa 11 ) and perpendicular (Aa I 4) magnetization curves. That is, the
measured anisotropy (KL) is given by

rMs (Ms~ a

K' JO = a" d )1- J f d A (2)

The intrinsic anisotropy (Ku) is given by

Ku ( dos A l- A Jo "  A (3)
JO0 0 1

where is the internal field given by

with Nd being defined as the demagnetization factor. It then follows that

Ku K,' + N - N M 2 (5)

or

2
Ku = Ku + 2T Ms  (6)

for a thin fiirm with a perpendicular demagnetization factor of 47. Natur-
ally N = 0.

With the above definitions Ku > 0 implies perpendicular anisotropy.
From Eqs. (2), (3) and (6), it can be seen that for a thin-film sample, if
the M (Ha)icurve lies on or above the MIL(Ha) curve, this implies Ku > 0 so
that the easy axis is normal to the film plane, i.e., perpendicular aniso-
tropy exists.

Determination of Interface Anisotropy

Consider a multilayer consisting of a magnetic material (MM) and a
nonmagnetic material (NM). Assume the thickness of the MM is t and the
bilayer thickness is A. If one considers a unit volume of the material
with cross-section A in the plane of the film, the total measured aniso-
tropy associated with the volume XA is

XAK u = 2KiA + [Kv + Kst + Kde] tA, (7)

where Ki is the interface anisotropy per unit area, Kv is the volume aniso-
tropy of the MM per unit volume, Kst is the induced volume anisotropy of
the MM due to stress from either the NM or the substrate, and Kde is the
demagnetization energy as, for example, in Eq. (6). Often one defines a
total volume anisotropy as

Kv = Kv + Kst (8)

so that for the case of a thin film

XKL = 2K i + [Kv - 21MS] t. (9)
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Figure 4 shows an example of XKu(t) for a Dy/Co multilayer at room tempera-
ture. These data, and those for many other systems such as Co/Au, Co/Cu,

Co/Pt, Nd/Fe, etc. can be interpreted in terms of Eq. (9).5 Several points
concerning such interpretations should be made.

(a) It is often the case, for t > 10-15 A, that the XKu(t) data do fall

on a straight line with a slope and intercept presumably related to
the second and first terms of Eq. (9), respectively.

(b) For t 10 A, there is a general tendency for a maximum to be seen

in XKu(t) and an approach to zero as t 4 0. This is the region where
the structure exhibits significant disorder and, at least for several
RE/TM multil4ycrs, where the structure is compositionally modulated
amorphous. Thus there are two distinct structural regions (t 15 R,
crystalline with distinct interfaces; and t < 10 A, highly disordered

or amorphous) and the models used to interpret these structures should
be clearly borne in mind.

(c) In the t 10 A region Eq. (9) obviously breaks down as a description

of the data. This is reasonable because this region corresponds to
thicknesses less than a few monolayers where, surely, it makes no
sense to consider a well-defined volume anisotropy. Moreover, the
demagnetization energy will be ill defined and, especially if there is
disorder on the scale of several monolayers, Ki also will be poorly
defined.

(d) Regarding the origins of PMA, the existing data often show a positive
intercept of the extrapolation of the straight line. This implies
that interface anisotropy favors PMA. Also, generally the slope of
AKJ t) is negative so that often the demagnetization energy term
dominates the Kv term, the latter of which can be positive at times.
This depends on crystalline texture. Since the maximum in XKu(t)
generally occurs in the range of t 4-8 a, this means that it is the
detailed anisotropic distribution of the constituent atoms that must
be considered, rather than an idealized "sharp" boundary at the inter-
face, as the origin of PMA.

(e) Occasionally a formula differing from Eq. (9) is employed for multi-
layers:

Keff = 2Ks/t + Kv . (10)
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It is useful to correlate the terms in the two expressions as follows.

Eq. (10) gives

tKeff = 2K s + Kvt (11)

so that Ks, the surface anisotropy, is identified with Ki; Kv in Eqs. (10)
and (11) simply includes the demagnetization energy term of Eq. (9), and
Keff 2 (A/t) Ku is an effective anisotropy which associates magnetic energy
only with the magnetic material rather than with an average unit volume of

the film. Given the above discussion about disorder and intermixing in the

t - 6 A region it seems preferable to use Eq. (9) as compared to Eq. (10).

Determination of Intrinsic Anisotropy Fields

The concept of an anisotropy field arises in the following way. Con-
sider a single domain particle with no domain walls and assume an aniso-

tropy energy of the form Eq. (1). If the field A makes an angle of a with

respect to the easy axis f, the total energy is

E = Ku sin2 0 - HMs cos (y-O). (12)

The equilibrium position of i is given by

To = 0 2 Ku sin 0 cos : - 11M. sin (a - 0). (13)

Now suppose J j ^e (i.e., a = 90'). Then

2Ku sin 0 cos 5 = HMs sin (90 - 0) = HMS cos 6. (14)

Since M = M. sin 6, (15)

2 Ku M/M5 = H s . (16)

Defining the intrinsic anisotropy field as

Hk = 2 Ku/Ms (17)

leads to

)(18)

e K.J)O Mit

film plane 2K./M, H, H
(a)

K.(O MiL

film plane

12K./kI _H. H
(b)

Fig. 5 M vs. H for easy axis normal

to plane (a) and in-plane (b).
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Thus M is proportional to H and equals Ms at a field H = Hk. This situa-

tion is shown in Fig. 5, where MO and M, are shown in the cases where 9 is
parallel or perpendicular to the film plane, and the easy axis is either
perpendicular or parallel to the film plane. Based on this simple mathe-
matics, the knee field (Hk), where the "hard" direction magnetization curve
intersects the "easy" direction curve, is used by various experimenters to
estimate the anisotropy energy in Eq. (17) by means of a measurement of Ms
and Hk. However, the situation actually is more complicated because one
must account for demagnetizing fields and, further, the fact that Ku can be
positive or negative. The types of situations that can be encountered are
illustrated In Fig. 6, which shows the magnetization plotted as a function
of the applied field Ha. If we define H< to be the knee field where the
magnetization in the "hardest" direction reaches Ms, then we have, for the
three cases illustrated,

(a) Ku > 0; K u > 0; Ku = Ku + 27M; K = 2Ku/s (19)

(b) Ku > 0; Ku < 0; Ku = 27M, - IKuJ; HK = 4,M, (20)

(c) Ku < 0; Ku < 0; Ku= IKui - 2VM2, H = 2iKuI/ s 4-Ms (21)

In Fig. 6, the cross-hatched area corresponds to the measured anisotropy
erfy, IKI'I. It is clear from Eqs. (19)-(,' that a simple association

of H, with an intrinsic anisotropy through 2Ku/Ms will be incorrect, and
this has been done several times in the literature.

Another complicating factor that should be raised is that in general
the (Ha) curves are not simple straight lines as shown in Fig. 6. They
often exhioit curvature indicative of more complex forms (higher order) of
anisotropy, and also the presence of a significant coercivity can lead to
problems of interpretation.

IbMMI, , /..zrnMa)

film plane L. I F% Ha

r K 120 M .2 M1 (H )

fimnplane Ha MJ(H

(b) H
MI.I /I  (b

•1~u ". ( K. M./(H

(C) (llC)

Fig. 6 M vs. Ha, the applied Fig. 7 M(H) ourve:s for separate
field. (a and b) and ferrimag-

netic (c) structures.
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Measurement of Anisotropy Near a Compensation Point
6

The measurement and interpretation of the anisotropy and coercivity of
RE-TM amorphous alloys and multilayers, in tne vicinity of the compensation
temperature Tcomp, leads to some interesting questions. Tcomp is defined
as the temperature at which ARE = -ATM so the net magnetization is zero.
Under these circumstances, the coercivity has been found, in many homogene-
ous RE-TM glasses such as Tb-Fe, to diverge. This behavior is explained
crudely as follows: since the torque required to rotate the magnetization
is

I (A1- x A,

an infinite field is required if Ijl - 021 - O.

Measurements of lic, Ms and Ku often are plotted as a function of ei-
ther temperature or composition, near Tcomp or the compensation composi-

tion. Sometimes, but not always, the anisotropy approaches zero at the
compensation point and this has led to confusion because it is thought, in
the heavy RE-TM alloys, that the major source of Ku is from the RE subnet-
work, and there is no reason for this to vanish as T 4 T comp. This conun-
drum can be explained as follows. Fig. 7 shows schematically the M, and M,
curves for a ferrimagnetic system where I represents RE and 2 represents
TM. One expects that

total
Ku = Kul + Ku2 Kul = KuRE.

However, graphically one sees that the measured anisotropy, the area be-
tween the curves, is given by

Ku Kul - Ku2 j IM1 - M 21,

since the ordinate is proportional to the difference in the subnetwork mag-

netizations. But since - 2 0 as T Tcomp , the measured value of
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(K""') will also approach zero and, moreover, will have no simple physical
interpretation.

In several of the RE/TM multilayer systems that have been investigat-

ed, Kea su does not tend towards zero and this phenomenon involves a more
-omplex explanation.

SYSTEMATICS OF PMA IN MULTILAYERS
5

In this section we illustrate some systematic aspects of the experi-
mental behavior of the magnetic anisotropy of RE and TM multilayers. For
example, Figs. 8-11 show plots of XKu (or the equivalent) versus the layer
thickness of the magnetic material. Several points should be noted. (1)
As in Fig. 4 for Dy/Co, it is true in each case that for t 10 A,

the data fall on a straight line with a slope and intercept interpretable
in terms of the second and first terms of Eq. (9), respectively. (2) For
t 10 4 there is a tendency for a maximum to be seen in XK' (t) and an
approach to zero as t C 0. In this region there is a significant disorder
in the structure and, for the RE/TM cases, a structure describable as com-
positionally-modulated amorphous. (3) It is to be emphasized that the
concept of an interface (or surface) anisotropy is a valid concept only as
an intercept of data relevant to the "large" t region where the individual
layers are crystalline and where distinct interfaces exist. In the "small"
t region it no longer makes sense to consider an interface anisotropy Ku:
the anisotropic structure as a whole must be accounted for. (4) In Fig. 8
for Au/Co there is an upward shift towards positive XKuJ (PMA) after anneal-
ing. This was interpreted as resulting from a sharpening of diffuse inter-
faces by heat treating these two immiscible metals. The sharpened inter-
faces lead to an enhanced interface anisotropy Ki . (5) For RE/TM multilay-
ers of Nd/Fe (Fig. 10), Ki is approximately independent of Nd thickness.
However, for Dy/Fe (Fig. 11), the slope of the lines varies but the inter-

cept (2Ki) does not. Additional data on Dy/Co show that both the intercept
and slope vary as a function of RE thickness. These data are consistent
with small-angle x-ray diffraction data which show a trend from more sharp
to more diffuse interfaces in the series: Nd/Fe; Dy/Fe; Dy/Co.

A review and tabulation of Ki values in many RE/TM and TM/NM (NM
nonmagnetic material) multilayers has been given by Sellmyer et al. 5 This
tabulation will not be repeated here but we mention only some general fea-
tures to be found in a variety of sputtered, evaporated, and MBE-grown
multilayers. Ni multilayers with Mo and Cu tend to have negative Ki val-
ues, while Co multilayers with Pd, Au, Pt, and Cu have positive Ki values.
RE/TM multilayers such as Nd/Fe, Dy/Fe, Dy/Co, Tb/Fe, and Tb/Co have
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positive Ki values, while Er and Gd multilayers with Fe and Co have nearly
vanishing values of Ki. Another point following from the data is that
multilayers of the same two r arerials, but prepared by different methods,
can have significantly different Ki values. This, again, suggests a strong
sensitivity to the exact anisotropic atomic correlations.

We discuss in the following section some theoretical concepts relevant
to understanding magnetic anisotropy in general. Following this we outline
our recently developed model for understanding PMA in RE/TM systems in
particular.

THEORETICAL CONCEPTS OF MAGNETIC ANISOTROPy
3

Magnetic anisotropy arises from dipole-dipole and spin-orbit interac-
tions and in the following we outline some of the important concepts for
general structures first, and then for multilayers.

Dipole-Dipole Interactions

The long-range interaction energy between the dipoles mi and mj sepa-

rated by a distance rij is

= -* 3 i 2
oij =m i mj 3 (mi (mj'rij)/rij (26)

r.j

The total energy from this term is

Ed-d = 1 m7 • i , (27)
2 1

where Ai is the local field at site i which does not include any contribu-
tion from mi . The anisotropy energy due to dipole-dipole interaction is
then determined from Eq. (27) as the dipoles are aligned in various direc-
tions in the sample. The local field is calculated by Lorentz's method as

discussed elsewhere, and a macroscopic field a can be calculated.

For a thin-film magnetic sample of very large in-plane dimensions,
there is a depolarization field of -41A normal to the plane of the sample.
This gives rise to a dipolar energy of 27M 2 which favors the in-plane

direction of A over the perpendicular direction.

The above procedure for the dipole-dipole energy breaks down fnr
very thin films or multilayers because the macroscopic theory fails. Under
these circumstances, the discrete sums in Eq. (26) must be performed to de-
termine this energy.

Spin-Orbit Interaction

The spin-orbit interaction is given by the one-particle operator

Hso = 1 a 2 aF(r) x p], (28)

where k., a, and 4 represent the fine-structure constant, the electron

spin, electric field, and momentum operators, respectively. Many years
ago, Van Vleck approximated the spin-orbit energy by a short-range pseudo-

dipolar term having the form of Eq. (26) except that r"ij was replaced by

some function f(rij). NVel extended this procedure to study the surface
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and interface contributions to the anisotropy energy. Recently, band the-
ory has been used to calculate the anisotropy energy for crystalline mate-
rials. Normally self-consistent spin-polarized band structure calculations
are performed without spin-orbit interactions. The resulting wave func-
tions are used to calculate matrix elements of the total Hamiltonian in-
cluding Hso, and the total Hamiltonian is diagonalized in a large number of
points in the Brillouin zone. The anisotropy energy is obtained by per-
forming this calculation for different directions of the magnetization, and
then taking the difference. Very recent calculations for the ferromagnetic
elements Fe, Co and Ni have shown that the resulting energy differences are
extremely small, and that the results are only marginally reliable.

In some cases the above fundamental approach is not appropriate. Par-
ticularly when the main focus is the effect of anisotropy on the character
of phase transitions, the generation of a model Hamiltonian is useful. Two
areas of importance are those relevant to transition-metal ions and rare
earths, which are discussed briefly below.

In the transition-metal case, the orbital angular momentum can be
regarded to be quenched. Then, by second-order perturbation theory the

spin-orbit Hamiltonian At-. gives for the anisotropy energy of an ion

Ei = D [3 SZ S(S + 1)], (29)

where D is the anisotropy constant. For the rare earths, the f electrons
are localized so their orbital angular momentum is not quenched in a solid.
Here, J is a good quantum number and one is interested in the ground state
with Jz = IJl in the crystal potential, as determined by first-order per-

turbation theory, for different directions of z. Keeping only the largest
term in the crystal potential energy leads to the energy of the ith ion as

Ei = j <r2 > A' D Jz - (J + 1)] (30)

2 zj <r2 > Ao J2, J >> 1, (31)

where aj is the Stevens factor, <r2 > is the quantum mechanical average of
the square of the radius of the 4f orbit, and A2 is a crystal-field term
given by

A - qj 3 cos , (32)

J rJ

where qj is the charge on the jth ion at a distance j and Dj is the angle

between rj and the z direction. Of course, knowing or estimating the qj
values for a complex crystal is very difficult and even the signs of qj
often are controversial. Also Eq. (32) ignores the effects of the crystal
field on the charge distribution of the ith ion itself. This again illus-
trates the difficulty of first principles calculations of anisotropy ener-
gies.

Equations (29) and (31) give simple expressions for energies referred
to as single-ion anisotropy. We shall use Eqs. (31) and (32), especially,
in the following to determine structural effects on anisotropy in magnetic
multilayers. Before doing this, however, it is useful to mention several
results and calculations relevant to magnetic anisotropy in thin films and
multilayers.

It should be noted that in Eq. (9), the terms Ki (or Ks), Kv, and

Edemag s2r all will become undefined if the thickness of the magnetic
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layers becomes less than several monolayers. In these circumstances one
must simply calculate the magnetic anisotropy, for the given structure, as
a difference in total energy for the magnetization in the two relevant
direc-::n. For c.x3"nci , ...aaisma and de Jonge found that the dipole-
dipole energy deviates from the macroscopic value of 2_rM2 for thicknesses
less than about 12 A. Further considerations of magnetic anisotropy in
thin film systems with domains and with surface roughness have been given
by Sura and Bruno, respectively. Finally, we should mention the calcula-
tions of Gay and Richter on thin layers of Fe, Ni and V. These workers
found that the easy magnetization direction, for idealized monolayers, was
perpendicular to the plane for Fe and V, but in plane for Ni. There is
not, however, a direct correspondence between these quantitative results
and real physical systems.

PMA IN AMORPHOUS RE/TM MULTILAYERS3

Recently we have devoted considerable effort to understanding the
PMA of amorphous RE/TM multilayers in terms of the anisotropic pair corre-
iations. Figure 12 shows data for the intrinsic anisotropy Ku as a func-
tion of the TM layer thickness, all data being taken at 300 K. One of the
main problems in developing a model is to determine the importance of di-
pole-dipole versus single-ion contributions to Ku. Phenomenologically, one
may write

Ku L D Xn Xm <Jn> <Jm> + 7 Dn Xn <J>, (33)

where Xn is the concentration of the nth type of atom and the first and
second terms are due to dipole-dipole and single-ion interactions, respec-
tively. Tnis can be transformed into

Ku = f , 2 2 2
E + f2 TM + f3 MRE MTM + g MRE (34)

where fi and g are complicated functions of structure. Fitting Ku data as
a function of thickness, and including a structural model, can be done but
it is very difficult to obtain meaningful results. However, from Fig. 12
it is obvious that, except for RE = Gd, single-ion anisotropy must be the
dominant origin of PMA. This follows since there are no spin-orbit
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interactions in the S-state ion Gd3 + . The Ku values for the RE ions with
orbital angular momentum is about one order of magnitude larger than for
Gd. Thus a model incorporating single-ion anisotropy Eq. (31) and a sinu-
soidal compositional modulation (relevant to the RE/TM systems considered)
has been developed. In the following we outline the model and analysis for
a series of Dy/Co multilayers.

The magnetization and anisotropy data are analyzed by means of
models adapted to the CMF microstructure. First, a mean-field model is
fitted to experimental data on homogeneous a-DyCo alloys to obtain the sub-
network magnetizations Mr and Mt, as a function of composition. The result
of this is shown in Fig. 13. Then the amorphous CMF with sinusoidal compo-
sitional modulation is modeled by

rit(t) = nto + (A/2) cos (27z/A), (35)

where Ot(flr) is defined to be the atomic fraction of the TM(RE). For sim-
plicity in this development we assume equal RE and TM nominal layer thick-
nesses. "to is a constant and A is the peak-to-peak compositional modula-
tion of the TM. The CMF is then divided into thin slices parallel to the
interfaces with the z axis normal to them. Each slice is regarded as a
two-dimensional amorphous RE-TM alloy. The CMF magnetization then can be
written as an average over the slices:

M = M ( zi)] - r (Ir (zi))] Azi. (36)

Tne parameters nto and A are determined by fitting the calculated magneti-
zation to experimental data. As an example the calculated results for
6RDy/tACo samples are shown in Fig. 14. It is seen that the calculated and
experimental magnetization data agree very well. The average magnetization
of Co and Dy subnetworks are also drawn in this figure. Figure 14 also
shows the Co-layer-thickness dependence of the Co-atomic fraction modula-
tion, A. The A value is only about 0.1 for the thinnest Co layer thickness
of 3.5 A and its value increases as the Co layer becomes thicker. This
feature is understandable in terms of a larger mixing effect for the thin-
ner-layer samples, which results from some combination of diffusion and
roughness introduced at interfaces during fabrication. An example of the
subnetwork and total magnetizations as a function of t is shown in Fig. 15.
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For this CMF, 6XDy/6 RCo, it can be seen that all of the magnetizations
oscillate in magnitude, and the total magnetization changes sign.

The evaluation of the anisotropy for an amorphous CMF is done on the
basis of Eqs. (31) and (32). For a compositionally modulated amorphous
structure, the sum over j in Eq. (32) is replaced with an integral weighted
with an anisotropic pair distribution function

Pij = jj(z) Rij(r) [1 + j cos j + ..... ] , (37)

where nj(z) is the atomic fraction of the jth neighboring atom, Rij(r) is
the isotropic part of the distribution and j is the lowest order aniso-
tropic contribution. The anisotropy in the pair distribution function can
arise from the composition modulation of multilayers and strains at the
various interfaces.

The stress in a magnetic material gives rise to magnetoelastic aniso-
tropy energy due to inverse magnetostriction (magnetostriction is the
strain X = AZ/Z in the direction of magnetization). This contribution is
given by

Eme s o sin 2o, (38)
2

where As is the saturation magnetostriction, a is the stress, and Z is the
angle between M. and o (a is negative for compressive stress). Knowing As
and c one can find the contribution of this term to the anisotropy energy.
If one assumes a magnetostriction of A 2 x 10-4 and a stress of a = 1010
dynes/cm2 , then one can obtain

Ku = 1 Ao - 3 x 106 erg/cm 3 ,
2

which is the right order of magnitude. However, in the case of multilayers
consisting of a magnetic metal (MM) with a nonmagnetic metal (NM), one must
envision a situation in which the N,1 exerts a stress on the MM - thus caus-
ing a PMA as calculated above. But in the case of amorphous CMF the struc-
ture is not neatly separable into MM/NM layers with sharp interfaces.
Rather one has a continuously varying composition as synthesized. Tnis
suggests that stress would play a minor role.

* I I I I I I

600- FO Co _ _1000 _ _ _

-. 400- AyGC

06

b 0 04 < -2M
Ab0

-200 -02 20

0 2 4 6 8 0 2 14 0 2 4 6 10 12 14 16 16
Loyer-thckness of Co (A) Z Ais (A)

Fig. 14 Subnetwork and total magnet- Fig. 15 Magnetization distri-
izations, and amplitude A, butlon along z axis
for 6Dy/tdCo. for two 6ADy/6ACo.

1e~4



In addition, Van Dover et al.9 considered carefully magnetorestric-
tive effects in a-TbFe glasses and found that the sign of Ku did not corre-
late with the sign of the stress. Finally, Awano et al.1 0 found for Co/TM
(TM = Cu, Ag, Au and Pd) and Fe/Cu CMF that the calculated stress-induced
anisotropies are about 10 to 100 times smaller than the measured PMA. All
of these results indicate that stress plus inverse magnetostriction does
not play a major role in the PMA of the RE/TM multilayers. To the extent
that magnetorestrictive effects do play a role, it seems to be as a rela-
tively small perturbation on the anisotropic structure and local environ-
ments, as already determined by the fabrication procedures.

The lowest order -ontribution to the crystal field term A comes from
the first-order term in the expansion of n from Eq. (39) about the rare-
earth ion and it is proportional to A/X. Also the first-order term in n
has the maximum value at the interface and the charges qi are expected to
be most significant in the interface region. Thus, as expected, most of
the anisotropy comes from the interface region. Combining the results for
Ao with Ei in Eq. (31), the anisotropy energy Ku for a CMF can be written

as

Ku = EME> (39)
A

where is a constant and <M E> is the average of the square of the satura-
tion magnetization of the rare-earth subnetwork in the easy direction. With
C as an adjustable parameter, Eq. (39) is fitted to the Ku data for 6ADy-
/tACo samples and the results are shown in Fig. 16. In view of the sin-
gle parameter, the agreement between the experimental data and calculated
results is remarkable. The fitted value of = 5.26 x 10- 6 cm leads to an
average value of the single-ion anisotropy parameter D = 2 x 10-17 erg,
which is reasonable in terms of the typical value of the single-ion random-
anisotropy parameter in amorphous RE-TM alloys. Finally, this model gives
similar fits for other RE/TM CMF which are published elsewhere.

6

In concluding this discussion we have seen that when the thickness
of the magnetic layer becomes smaller than several atomic diameters, sig-
nificant disorder sets in for both the TM/NM and RE/TM multilayers. The
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compositional modulation is lost in the limit t - 0, where a homogeneous,
isotropic film results. We have developed a model, relevant to RE/TM mul-
tilayers with significant single-ion anisotropy. Based on the similarity
of the data of these multilayers and Co/Au and Co/Pt multilayers, this
model is likely to be valid for such disordered multilayers as well.

MAGNETO-OPTIC PROPERTIES OF RE/TM CMF
4

We have seen in the above sections that it is possible to understand
and thus to control the magnetic anisotropy of RE/TM CMF. Since the pres-
ence of PMA in thin films is essential for erasable magnetic-optic data-
storage applications, it is of interest to consider the extent to which
magneto-optic (MO) phenomena can be understood and, possibly, optimized in
RE/TM CMF. In the long history of the study of MO properties of materials
it has been found that a quantitative understanding has been very diffi-
cult to achieve. Empirically, several classes of MO materials can be iden-
tified. These include: () RE and actinide intermetallic compounds with
Kerr rotation (ek) values of about 10-15 deg, (2) TM intermetallics such as
MnBi and PtMnSb for which 0k - 1-2 deg, (3) Amorphous RE-TM alloys such as
a-Tb2 0 Co80 , a-Nd 2 0 Co8 0 , and a-(Gd,Tb)2 5 (Fe,Co) 7 5 for which Ok - 0.2 - 0.4
deg. The latter class is the one now being used in first-generation MO
storage devices and systems. Studies of RE/TM CMF are in their early
stages but several systems including Dy/Co and Dy/Fe have been investiga-
ted. In the remainder of the section we briefly describe the results ob-
tained thus far.

For several reasons there is little fundamental understanding of the
magnitudes of the MO properties of materials. But the theory does indicate
a number of criteria which must be satisfied to obtain large MO Kerr
effects (MOKE) and other appropriate properties. These include:
(a) A large concentration of a 3d transition element (e.g., Mn, Fe, Co) so

that large exchange interactions and a high Curie temperature will
result.

(b) Heavy elements with large spin-orbit interactions should be present
since the off-diagonal dielectric tensor element, cxy, scales with the
spin-orbit interaction.

(c) There should be a large joint-density-of-states at the appropriate
photon energy (e.g., 830 nm) so as to give significant optical transi-
tions.

(d) The dipole selection rule AZ = ±1 suggests that there should be a
significant mixture of orbital angular momenta in the valence states
so that dp or fd transitions are likely.

(e) For a bulk or thin-film MO material one needs an appropriate aniso-
tropy in the structure so that uniaxial anisotropy of the required
strength can be achieved.

(f) Finally, there are additional constraints such as thermal and clemical
stability, appropriate coercivity, etc.

With all these conditions it is not surprising that nature has resisted the
easy design of outstanding MO materials.

In addition to the above general principles, in recent years sev-
eral groups have been studying "new" mechanisms to enhance the magnitude of
the MOKE observed in a single MO material, or a MO/NM bilayer film, or in
MO/NM multilayers. Feil and Haas showed that a resonance-shaped MOKE spec-
tra can be produced by a plasma resonance of free carriers in a magnetic
material, 1 1 and a similar effect and explanation was advanced for Fe/Cu
bilayers by Katayama et al. 1 2 Reim and Weller1 3 presented data and similar
arguments for TbFeCo/Cu and GdTbFeCo/Ag bilayers, and also showed that if
the NM "reflecting" substrate has a low value of the complex refractive
index, an enhancement of 6k can result.

166



Recent work in our laboratories has been concerned with experimental
MOKE studies of several RE/TM systems and theoretical treatment of the Kerr
effect in two-medium layered systems. In the following we discuss briefly
som, of the results of Chen et al. 1 4 and then conclude this section with a
summary of the major results on this class of materials. Chen et al.1 4

considered two geometries: (1) a system of two thick media with a single
interface (denoted as NM/MO where NM represents the nonmagnetic medium from
which the light impinges at the interface on the ferromagnetic MO medium,
and (2) layered systems with one thin medium on top and a thick one on the
bottom. This is denoted as either [MO/NM] or [NM/M0J. The former would
correspond, for example, to a MO medium with a metallic underlayer such as
Ag, and the latter to an antireflection dielectric coating such as SiO 2 on
top and a thick MO medium on the bottom.

For the NM/MO) case, it was shown that the complex Kerr function Ck is

-m (Co/cm)
11 2

= i mxy , (40)
Cm - Co

where m and co correspond to diagonal components of the MO and NM media,
respectively, and cmxy is the off diagonal component for the MO medium.
Thus, for this configuration the MOKE is controlled by four physical quan-
tities: (1) Cxmy which has its origins in intraband and interband transi-
tions in the MO medium, (2) cm-1/2 which has features similar to the
energy-loss function at the plasma edge, (3) the optical matching term

(Fm - co) - 1 which will lead to maxima when Cm Co, and (4) e/2 or no, the
index of the NM medium. Thus a small co, corresponding to a plasmon (_2 is
small and ci = 0) of the NM medium, will not contribute to the enhancement
of the Kerr effect unless it matches Cm. It should be noted that if the NM
medium is air, then Eo = I and Eq. (40) reverts to that used by other
authors.

An example of the effect of thickness variation of Dy7A/Co5A CMF
which is deposited on a thick Ag underlayer is shown in Fig. 17. A large
resonance-like peak is seen at about 3.6 eV for 108 A CMF thickness. Figure
18 shows the Kerr rotation, for the same samples, calculated by McGahan et
al. 15 It is seen that there is rather good agreement between the experimen-
tal and calculated curves, and thus the optical constants of the system, as
influenced by the plasma edge of Ag, strongly affect the energy dependence
of the MOKE. A second example of the spectral and thickness dependence of
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0k for a SiO?/(Dy/Co)/SiO2 /Ag layered system is shown in Fig. 19. Here the
SiO 2 layers are 1700 4 thick and the Dy7T/Co5 layers are of variable
thickness. A sharp resonance-enhanced Ok value is seen in Fig. 19.1 4 How-
ever, a contour plot of the signal-to-noise figure of merit,

SNR FOM = 100 R / 2 sin 2 k

shows that large enhancements of 0 k by optically induced effects are not an
unalloyed benefit. The maxima in the SNR FOM appear elsewhere in phase
space because the reflectivity tends toward zero where ek gets large. Fur-
ther experiments with dielectric overlayers have been performed and these
also have led to large Ok enhancements and spectral structure. One exam-
ple, of Dy/Co coated with SiO, is shown in Fig. 20. It is seen that ek
changes from about 0.2 deg to 2.0 deg at 2.0 eV, and that the calculated
result based on an SiO thickness of about 2020 A gives excellent agreement
with experiment.

SUMMARY AND CONCLUSIONS

In this paper we have reviewed methods of measuring the intrinsic
uniaxial anisotropy of thin films. We have presented some systematics on
the occurrence of perpendicular anisotropy in rare-earth and transition-
metal multilayers and have indicated that the detailed anisotropic pair
correlations, which become significant at interfaces when the layer thick-
nesses approach several monolayers, lead to PMA. It is seen that concepts
such as surface or interface anisotropies must be used very carefully, and
that ideas such as RE-TM "pairs" as the origin of PMA are oversimplified.
Aside from Gd, it was shown that single-ion anisotropy of RE ions, and
probably TM ions as well, was the fundamental source of PMA in CMF.

Concerning the MO properties of RE/TM CMF, it has been shown that the
magnitude of the Kerr rotation is similar to that of the TM component, viz.
0.2-0.4 deg. Significant enhancements of the MO effects are possible by
the use of metallic underlayers and antireflection overlayers with special
optical properties, especially if they are well matched to those of the
magnetic material. A theoretical understanding of the properties, in a
phenomenological sense, has been achieved, given the MO properties of the

constituent layers.

W

1233-
04

4805
06

Dy/Co 2
LAYER 5

THOKNESS. PHOTON ENERGY, eV

Fi . 19 Calculated Kerr rotation vs. Dy/Co layer thick-
ness and photon energy for quadrilayer struc-
tures (see text, after Ref. 16).
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Fig. 20 Measured and calculated Kerr rotation vs.

photon energy for SiO coated and uncoated

Dy/Co (see text, after Ref. 17).

A significant challenge for the future is the design and growth of

still more complex multilayer structures, with the required magnetic aniso-
tropy and other properties, but with larger intrinsic MO effects. Such
magnetic multilayers may have a great deal of potential for new data-stor-
age or semihard thin-film magnetic device applications.
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INTRODUCTION

We will present and discuss, in this paper, results of FMR studies

performed on metallic magnetic thin films. Specifically, the thin films

studied correspond to metallic systems where a metallic ferromagnetic layer

is in contact with a paramagnetic normal metal in a layered structure sam-
ple geometry. Such a layered structure geometry is well appropriate, with

respect to the magnetic properties studied, for the investigation of various
physical phenomena occuring at differerit length aales. Different physical
questions have been addressed in our FMR studies and they will be successi-
vely discussed in the present report according to the following classifica-
tion where the physical phenomena studied are ranked in increasing order of
complexity: (i) in ultrathin layers of the magnetic material interface ef-
fects are expected to be revealed, in particular, in the magnetic anisotro-

py. One of the goals of our experimental investigation is thus to extract
an information on the specific iat~r :-i>K.,cd magnetic anisotropy, cha-
racteristic of the interface studied. This is achieved by studying singLz

magnetic layers, either "ultrathin" or "thick". (ii)we are also concerned
more generally in such layered structure metallic systems with a systematic

study of the magnetic interfacial coupling (maguetic proximity effects) bet-
ween a thin metalic ferromagnetic film and a normal metal.(iii)finally we
raise the problem of the nature of inteir-magnetic 7azyEr coupiig in metallic

magnetic multi~ayer structures.

In the following we will present (in a condensed and summarized form)

and discuss FMR results obtained on magnetic films constituted of (Ag/single

Fe layer or Fe multilayer/Ag) sandwiches where, for this (Ag/Fe) system,the

ensemble of the phenomena mentioned above has been studied in parallel and

is reported, in more detail, in our previous publications (see, respectively,

the references 1,2,3).

SAMPLE CHARACTERISTICS

The whole series of films whose FMR results will be reported correspond

to(Ag/magnetic laver/Ag) sandwiches with a base Ag layer 550 A thick and a

top Ag layer 275 X thick for a Fe single layer or 550 A thick for a Fe mul-

tilayer 
3
. The films are deposited by sputtering on heated mica substrates.

The Ag base layer is deposited on a freshly cleaved mica substrate at a
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temperature Ts1250C, then annealed in situ in vacuum (%l0-6Torr) for 1/2
hour at the same temperature. The whole metallic layered stack (Fe and Ag
layers) is deposited subsequently at the same temperature Ts . The condi-
tions of deposition used enable to get a highly textured polycrystalline Ag
base layer with a preferred (111) orientation perpendicular to the film,
characterized by a large lateral size (%2000 A) of the crystallites and a
spread of heights of these crystallites as determined through Scanning Tun-
nelirg Microscopy (STM) measurementsi . The individual thickness of the thin
layers of Fe and Ag given in the following corresponds merely to a conver-
sion of their actual time of deposition (only parameter monitored in the
sputtering process) according to the following, previously determined on
thick films, deposition rates: 48 A/min for Fe and 210 A/min for Ag. A more
detailPA information on the characteristics of the samples studied is given
in rei.i and 3.

FMR RESULTS AND ANALYSIS

FMR Studies of Single Fe Layers

Reflection FMR measurements are performed at X band. The basic FMR ex-
periment carried out consists in studying the resonance spectrum as a func-
tion of the orientation [angle 0 =( , ) with respect to the film normal T]
of the applied dc field H in a plane perpendicular to the film (see the in-
sert of Fig.2 for a sketch of the experimental configuration). A standard
field-modulation being used, the detected signal corresponds to the field
derivative of the absorbed micro wave power. This leads for the observed',

resonance lines to nearly antisyrmmetrical lines with an A/B ratio (of the
amplitudes of the lobes above and below the baseline) close to but different
from I, which varies in a systematic fashion with the orientation 0H ,

Ultrathin Fe single layers. A series of ultgathinosingl Fe layers,
with thickness tF taking the set of values [24 A; 36 A; 48 A; 80 A]has been
studied 1. As expected theoretically , in these ultrathin Fe layers ("ultra-
thin" defined by tFe < a characteristic exchange length ks- I precised later)
a ;zv@ic resonance line is observed. We mention first that, for the whole
series of ultrathin Fe single layers studied, the value of the A/B ratio in
parallel geometry is found less than I (in the range [0.7; 1], corresponding
3 to a positive "signal phase". This characteristic resonance line feature
is commented upon in ref.3. The data to be discussed in the following con-
cern, primarily, the fi2ld for resonance Hres which is derived from the
field Ho(intersection with the baseline) and peak-to-peak linewidth .AH
after a correction

I relevant to the observed A/B value. Fig.1 of ref.l p p

displays the angular variation of the field for resonance Hres(OH)observed
for two characteristic ultrathin Fe layers. For the (Fe 48 X) sample, the
Hres (OH)curve reflects the dominant contribution of the demagnetizing
field effect (shape anisotropy) where the line cannot be observed within a
few degrees around the perpendicular geometry (as our available dc field
iq limited to 11 kOe). By contrast, for the (Fe 24 A) sample the resonance
i. now seen in perpendicular geometry (OH = 0) with Hre s h 8.92 kOe which
reveals the presence of a strong uniaxial perpendicular anisotropy( -easy
axis) that substantially counteracts the demagnetizing field effect.

Theoretical analysis. We consider the energy density described by:

= - M.i - 2- M2 cos0- K 'o2- (AM/M2
).V

2
M (1)

wherk, M is the saturated magnetization whose orientation is given by 0=(N,M).
The first term represents the Zeeman energy, the second the demagnetization,
the fourth one the non uniform exchange energy. The third term describes an
anisotropy energy: Ean =- K cos 2 O, taken in the form of a uniaxial perpendi-
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cular anisotropy (N easy axis for K>O), with HA = 2K/M the corresponding
anisotropy field, whose effective value of the constant K will depend on the
interface-induced anisotropy, stress-induced and volume magneto-crystalline
anisotropy of the magnetic layer. The static equilibrium orientation 0 of0

the magnetization is thus ! given by the following magnetostatics equation:

H sin (e -0 H) = (4 M - HA) coseo sinO (2)

From the Landau-Lifschitz equation of motion of the magnetization, the reso-
nance condition for the uniform mode, as a function of the orientation 0 ,

is derived:

(n/y)2 = [H cos(9o-0H) - (4 7M-HA )Cos 2 
6] [H cos(0- 0H )-(4 7TM-HA )cos20o (3)

where y is the gyromagnetic ratio of the precessing moments (g=2 .0O9 for Fe)
and 0 is given by eq.(2) at H = Hres. For each ultrathin Fe layer, the ob-
serve8 Hres (0 ) is compared with the theoretically expected one (as deri-H
ved from eqs.2 and 3) in terms of the unique fitting parameter (4TrM-HA). We
get, in each case, an overall reasonably good fit of the experimental varia-
tion except from systematic deviations (up to 0.1 kOe) towards the parallel
geometry. Thus, for each ultrathin Fe layer sample, the best fit value of
the parameter (41TM-H ) is determined and, assuming for the magnetization the
bulk Fe value (4rM =A2 1 .55 kOe), the value of the anisotropy field H is de-
duced. Results are displayed in Fig.l where H is plotted versus the inver-
se Fe layer thickness. As discussed by Rado , , one may analyse the effective
anisotropy constant K of suo "Ztr-zthin" Fe layers in terms of the s of
a volume contribution K vol and an interface-induced one (constant Ks and
symmetric interfaces in our case) inversely proportional to the magnetic la-
yer thickness, according to:

K = KVo + (/t Fe) 2 Ks (4)

In summary, the principal result of this FMR study of ultrathin single Fe
layers sandwiched by Ag is that the anisotropy induced at the (Ag/Fe)inter-

face is essentially L ye;>:i ii r *zi -,ixi,'I P1 i.7yr7 zx :;), cha-
racterized by an effective constant K 1.45 erg/cm 2 at room temperature
whose value is deduced from the slope of the observed linear variation of
H A with (I/tFe).

80 48 24, t,. (4)
20

15-

•10 4V
J

.J(J
0 2 0.4 06

h (10k,)

Fi 2. I. Ani trowy fi cId H\ plotted vrskis the iiicrs, of tl
Fe I avr thi cknss t1 :1 .
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Thick Fe single layers. A series of thick Fe layers, with thickness
tFe taking the set of values [432 A; 648 A; 864 A] has been studied I. By
contrast to the ultrathin layer case, the resonance spectrum of the thick Fe
layer samples shows the presence, besides L- principal uniform mode, of a
higher field mode in a large angular range. This line is much less intense
and dephased (essentially a B lobe is observed) as compared to the principal
one. We identify this higher field mode to a non propagating(propagation
wave vector purely imaginary: k = iks) surface-exchange mode, as described
theoretically by Puszkarski, whose energy is lower than the one of the uni-

form resonance mode. Fig.2 displays the observed angular variation of the
field position of these two modes for the (Fe 864 A)sample. Using the dis-
persion relation 1,7 for non uniform modes (% eiwt e-ikz), derived from the
energy density described in eq.l, and looking for a surface mode solution
(k = iks) we may analyse the observed field splitting (H res_ H res) of the
surface mode with respect to the uniform mode. For example at OH = 70 deg
where this field splitting is found equal to 0.66 kOe, using -l
(H-resHres)%(2A/M)k2 , we deduce the characteristic penetration depth k 1190A

of tblsCsurface mode. The constraint imposed on the allowed wave vector s
through the boundary conditions, would lead for this "thick" Fe layer

[th(kst)'1I and symmetric interfaces to k = p, i.e reflecting directly the
pinning parameter p of the microwave magnetization, characteristic of the
(Ag/Fe)interface considered. If p were to be described solely in terms of an
interface-induced anisotropy (constant K ) we would get [for 0 =70 deg where

s H2
p%(K _ /A), with A the exchange stiffness constant] K sl.05 erg/cm-, roughly
consistent with the value of K determined from the FMR study of the ultra
thin single Fe layers.

I I J 1 I

Experimental qeometr-

rl64l /

l .mhirfi c / 0

~/"

--.-

0¢/

70 so 30 10 0 -10
arqle 9, (de )

Fi'. 2. Anpular variation(with the anle ' .) of the fiel Id for reso-

nance of the two modes, the uniform mode and a hli her field
mode, observed in a thick (864 A) Fe single laver sample.
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Magnetic interfacial coupling. We have studied2a set of tw?. p3am{s
corresponding to a thick (648 A) Fe single layer sandwiched by Ag deposited
( Zrme sputtering run) on a mica substrate and on a very pure polycrystalline
silver foil (25 im thick), these two samples being called the mica sample
and the silver sample. At rcom tenrperature, the FMR reflection experiments
performed at X band and at E band (1 79 GHz) indicate that the observed Hres
of the principal uniform mode, in these two samples, can be reasonably well

accounted for in terms of a uniaxial perpendicular magnetic anisotropy where
HA is found greater on the silver sample than on the mica sample. At lo?
t., m ¢ tures more complex phenomena are observed: below typically T 150 K,
Hres monotically shifts to lower field and a concomitant linewidth increase
is ooserved for both samples. These phenomena are interpreted2 in terms of
the dissipative part of the magnetic interfacial coupling at the (Fe/Ag)in-
terface which is to be associated8 ,9 with the diffusion of the microwave
induced magnetization of the conduction eLectrons from one metal to the
other.

FMR Studies of Fe bilayers

The following set of samples has been studied : i) an ultrathin single
Fe layer, with t = 36 A, which serves as our control sample. ii) a series
of Fe bilayers ( el/Ag/Fe2) with t(Fel) = t(Fe2) = 36 A, in which we have
varied the Ag spacer thickness (abbreviated bX ts below) in a large range .
according to the following set of values [70 A; 138 A; 275 A; 550 X, 1100 A].
Our FMR results obtained for the whole series of Fe bilayers may be
summarized as follows. All the characteristics (lineshape, A/B ratio, Hres,
AlHp)of the resonance line observed in the Fe bilayers, and the angular va-
ria ion of these characteristics, are to some degree modifit' wiJ: -ecec:

6-

.Snte e t Lyr(36 A)

.Fe bi(~MW (Ag SPaCer.52A? )

o Fe biq'er I Aq spcaw&70) 1
3-i

0 *,a

I I I I

o '

90 70 so 30 10 0 -10 -30
°~qle 6. (deg I

Fig. 3. Variation with the dc field orientation (angle I H)of the
field for resonance Hres observed in the single Fe layer
control sample and in two different Fe bilayer samples
(t 970 A and ts 550 A).
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tJ the corresponding ones of the sbtgle Fe layer !ontiL saimpe.The stron-
gest modifications occur for the thinnest Ag spacer thickness(ts=70 X;
ts=138 A) and the amplitude of these effects decays monotically with increa-
sing ts . A detailed account of these results is given in ref.3, where the
observed (A/B) value and corresponding "signal pzase" are in particular dis-
cussed. Fig.3 displays the observed angular variation of t '_ jfeZd jr resp-
nz,(:e1tHres(60)]for three samples (single Fe layer and two characteristic bi-
layers). For the (ts= 70 X) sample Hres is substantially higher in field
towards the parallel geometry whereas the resonance is now seen in perpendi-
cular geometry where it occurs at low field. It is to be mentioned also that
the Hres(OH) curve of the single Fe layer is well recovered for the largest
ts (1100 A)bilayer sample. Effects on the linewidth are also observed.AHpp,
in parallel geometry, shows 3a substantial increase (with respect to the Fe
single layer AH =100 Oe) for the low values of ts and a "recovery" for the
two largest Ag Ep values.Effects on the resonance sipynca intensity is also
evidenced where it is found , in parallel geometry, that the normalized in-
tensity (S/S f) increases monotically (in the range [l;21as t is increased
to reach a va ue " . 2 for the largest t (1100 A) sample (S refi the single
Fe layer intensity). s

It is concluded 3 from the ensemble of FMR results obtained for the Fe
bilayer series that they provide evidence for the presence If ( dyn'zmi
c2opZing between the precessing magnetizations of the two Fe layers. We sug-
gest the following mechanism to be responsible for these innic o iko
9ffects.It is to be associated with the effects of the diffusion(or more ge-
nerally transport) of the ,on-eq~iiirim microwave-induced transverse ma-
gnetization of the conduction electrons present in each metal(the two Fe la-
yers and the normal Ag metal spacer). From the thermodynamically required89

continuity of the magnetization current of the conduction electrons at each
(Fe/Ag) interface, one may realize that the precessing magnetizations of
the 2 Fe layers "see" each other provided that the phase memory of the con-
duction electron magnetization is not lost through the Ag spacer. For this
to be the case, the Ag spacer thickness has to be less than the spin diffu-
sion length 6 . A rough estimation 3 of 6 e, at room temperature, in our
Ag layers wouY~flead to a value typically in the range [500 A;000 AI,which
would be consistent with the characteristic decay length of the coupling
effects experimentally evidenced in the Fe bilayers. Further ei-perimental
investigationsare now in progress to test the relevance of the proposed dy-
namic coupling mechanism and an explicit theoretical description is being
elaborated.
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INTRODUCTION

Property modifications or enhancements observed for metallic multi-
layers initiated a growing interest for both fundamental questions and
technological applications. Several such systems have been prepared and
studied by different or complomentary techniques with interesting results
which. however, often exhibit considerable differences and occasionally
are contradictingl 2. Only with recent advancements in controlled growth
techniques as well as in secondary structural characterizations it has be-

come possible for works of different groups to be comparable.

In this contribution we will report very briefly on recent results
via different techniques for magnetic. magnetooptical and optical

properties of magnetic multilayered systems which have been extensively
investigated with respect to their structural characteristics and growth
mechanisms: there will be shown results suggesting both enhancement and
(modulation-dependent.) modification of properties.

EXPERIMENTAL

The multilayers were grown onto heated mica substrates by the alter-

nate deposition of the two constituent fluxes via e-gun evaporation2 . The

structural characterization involved x-ray diffraction 2 and electron

microscopy techniques 3- 5 such as RHEED. planar (TEN) and cross-sectional
(XTEM) transmission and SEM. Magnetic studies (by VSM and torque mag-

netometry) and Kerr-effect magnetooptical studies were also performed.

RESULTS and DISCUSSION

The magnetic studies',6-9 of the most extensively studied multi-

layered system (Cu-Ni) had concluded that the initial report' 0 on enhanced

moments in a Cu-Ni multilayer was false; it was based on erroneous inter-

pretations of ferromaignetic resonance lines. However. considerable dit-
frnces can bo found among these works which, at least to some extent.
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Fig.l Magnetization densities for Fig.2 The tirst-order magnetic unia-
Cub.8-Ni7.0 as a function of xial anisotropy constant as a
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Fig.3 The magnetization density of Fig.4 The angle of M (from the film
Cu6.8-Ni7.0 normalized to that plane), for H=15 kOe at 450. as
of pure Ni as a function of a function of T.
temperature.

may be attributed to differences in the studied materials originating from
different preparation techniques and material quality. We have studied the
anisotropic magnetic behavior ot a Cu6 .a-Ni7.0 multilayer which has been
studied structurally in a considerable detail and reasonably clear
knowledge has been established for its structural characteristics3 .4: the
notation Cu.-Ni will denote that the period (A) of the composition
modulation consists of m (n) atomic planes rich in Cu (Ni). The values
m=6.8 and n=7.0 were determined by x-ray diffraction and both XTEM and
XTED (cross-sectional electron diffraction).

The temperature dependence of the magnetization density and the
first-order uniaxial magnetic anisotropy constant will be shown in Figs. 1
and 2. respectively, as determined by static torque magnetometry (TM) via
the well known analytical techniques'. 12 . The angle (9) between the film
plane and the applied magnetic field is kept constant by a nulling proce-
dure and the required torque is measured as a function of the applied
field. When 8=4 5 0 it was shown11 .12 that one can find analytical expres-
sions to reveal M and K from (L/H) vs. H or (L/H)l vs. 1 curves. Also it
is possible'3 K check the measurements by repeating them at 8=45+b. The
two data sets of Figs. I and 2 refer to 6=0 and 50 and analyzed in both
cases, for 8=0. The two l vs. T curves of Fig. 1 will coincide perfectly
if the relation (sin45/sin5O) between them is considered. Thus these
measurements provide an accurate representation of the T-depenhInt M and K
for an easy-plane uniaxial ferromagnet. As seen in Fig. 2, with the ni-
lial analysis tor =0, the curve for ,=500 exhibits a more pronounced in-
trease at low temperatures indicating a possible additional feature in the
an isotropy.
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Figure 3 depicts the anisotropy moments M(T), as function of the tem-
perature, normalized for each T to the corresponding moment of pure bulk
Ni. It is seen that this ratio becomes higher than unity at about T=150 K,
with a highest low-T value uf about 1.15. Some possible errors for such an
observation would be: a) a wrongly established angle for the field, b) an
underestimate for the Ni contained in the sample, c) erroneous analysis of
the torque data and d) some temperature-dependent effects of the film-mica
bonding.

As far as the first (a) point is concerned the analysis of Fig. 1 for
8=0 and 8=50 can be taken as evidence enough for sufficiently accurate ex-
perimentation. Second, the volume of Ni was determined by measuring the
area and calculating the thickness as the product of the number of a's (as
determined by counting the shutter movements during growth) and the n
(assuming no interdiffusion) as determined by the techniques mentioned
before and rechecked with the thickness of Ni deposited and recorded on
the quartz crystal during the growth. Briefly, the most inaccurate part of
these steps must be the measurement of the area of the specimen used. The
fringes of the modulation observed in XTEM micrographs 3 and the XTED
analysis revealed m, n, m/n and m/(m+n) values in excellent agreement with
the values determined by x-ray diffraction. Thus, the overall uncertainty
in the volume as determined here should be smaller than 5%.

Third, the analysis of the data is accurate for high temperatures tor
both M and K. For low T it is not safe to determine K accurately (and for
this reason it is not included in Fig. 2) while it can be said that by
this technique the values for M must be within about ±3% the real one.
Finally, the temperature-dependence of the film-mica bonding stresses
would not affect the M values and. as far as the K ones are concerned, it
has been investigated in the pastl3 by FMR for thin films of Ni. Ni-on-Cu
or Cu.-Nin and such a possibility can be safely ignored.

Therefore, it can be said that the observed ratio (M/MNi) of about
1.15 at low T can be considered as either an enhancement of the Ni moment
in Cu6 s-Ni7 .0 or, if we consider the highest possible error in estimating
the Ni content and analyzing the data. at least that the Ni-rich layers
have reached the bulk moment unlike any other Cu.-Nin multilayer or pure
Ni film studied and reported thus far. In any case, considering that it is
certain that some interdiffusion has occurred, such strong moments must be
taken as evidence for additional contribution of the planar magnetism of
the Ni layers.

The analysis of the torque data may be used to obtain also the equi-
librium angle between M and the plane of the film as a function of the
temperature for H=15 kOe and its angle 8=450 as depicted in Fig. 4. It is
interesting to note that as T decreases it becomes increasingly more dif-
ficult to bring M out of the plane.

Such easy plane behavior is much more pronounced than in the case of
pure films of Ni deposited on mica 13. However, it will be shown that, for
n=2 and only for this value, it is possible to create perpendicular
anisotropy in the normally easy-plane Pdm-Nin system of multilayers.
Figure 5 shows the magnetic and magnetooptical hysteresis loops for Pd5-
Ni2. (Similar observations were made for Cu4-Co3 and Pd4-Co2 multilayers.
Reports on magnetic studies for these systems can be found in Refs. 14-16

and also FMR studies for Cu4-Co3 at T=150-300 K have been reported
earlier1 3.) It must be noted that no perpendicular component was observed
for Pdm-Nin with n>2. The observation of significant differences between
Pd.-Ni 2 multilayers and those with ni2 in the FMR lines has also been
reported recentlyl.
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Fig.5 Iagnetic (a) and iagnetooptical Kerr (b) hysteresis loops for Pd13-
Ni2 at room temperature.

Extensive accounts (if the A-dependent magnetic. magnetooptical and
optical properties will be published elsewhere.

Acknowledgement: Work supported in part by the Greek Secretariat for
Reselarch and Technology and the EEC through the B/E Action.

REFERENCES

1. For recent revi-ws see: B.Y. jin and J.B. Ketterson. Adv. in Phys.
38. 189 (1989): I.E. Schuller. in 'Physics. Fabrication and Applica-
tions of Iultilayer Structures., P. Dhez and C. Weisbuch (eds.).
Springer. Berlin (1989).

2. N.K. Flevaris. D. Baral. J.E.Hilliard and J.B. Ketterson. Appi. Phys.
Let t. 3 8, 992 (1981).

3. N.E. Flevaris and Th. Karakostas. J. Appi. Phys. 63. 1228 (1988).
4. N.K. Flevaris and Th. Earakostas. in: 'Alloy Phase Stability". G.M.

Stocks .nd A. Gonis (eds.). Kluwer Academic Pubis.. Dordrecht (1989).
p. 591.

5. N.K. Flevaris. J. Microsc. Spectrosc. Electron. 14. 397 (1989).
6. E.M. Gyorgy. J.F. Dillon and D.B. Ie~han. L.W. Rupp Jr.. L.R. res-

tardi and P.J. Flanders, Phys. Rev. Let.t. 45, 57 (1980).
7. J.Q. Zheng. Cli. Falco, J.B. Ketterson and I.K. Schuller. Appi. Phys.

Lett. 38, 424 (1981).
8. N.E. Flevaris, J.B. Ketterson and J.E. Hilliard, J. Appi. Phys. 53.

2439 (1982).
9. L. Smardz and J. Baszynslki, Phys. Stat. Sol. (a) 110. 227 (1988).
10. B. Thaler, J.B. Ketterson and J.E. Hilliard. Phys. Rev. Lett. 41. 336

(1978).
11. C.A. Neugebauer. Phys. Rev. 1 -16. 1441 (1959).
12. H. Miyazima. K. Sato and T. Mizoguchi, J. Appi. Phys. 4-7. 4669

(1976).
13. N.E. Flevaris, Ph. D. Thesis (unpublished), Northwestern University.

Evanston, USA (1983).
14. P.F. Carcia, A.D. MeinhaLdt and A. Sunia. Appl. Phys. Lett. 47, 178

(1985).
15. H.J.G. Draaisma. W.Jli. de Jonge and F.J.A. den Broeder J. Mag. Magn.

Mater. 66, 351 (1987).
16. A. Cebollada. J.L. Martinez, J.M. Gallego. J.J. de Miguel. R.

Miranda. S. Ferrer, F. latallan. G. Fillion and J.P. Rebouillat.
Phys. Rlev. B39, 9726 (1989).

17. N.E. Flevaris and R. Krishnan. J. Ma g. Magn. Mater. (to be
pub Ii shed).

1 80



STRUCTURAL AND MAGNETIC PROPERTIES OF EPITAXIAL Co/Pd
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INTRODUCTION

Recent interest in the magnetic and magneto-optic properties of transition metal/
transition metal multilayers has been stimulated by the discovery of perpendicular
magnetism in particular systems. ,2 However, partially due to the large variety of thin-film
deposition methods and growth conditions, it has been difficult to obtain a clear
understanding of the mechanisms of interfacial magnetic anisotropy. In order to create
controlled and well characterized interfaces, we have grown a series of epitaxial Co/Pd
superlattices on single-crystal GaAs(110) substrates by Molecular Beam Epitaxy (MBE). This
paper describes the growth procedure, structural characterization, and the magnetic and
magneto-optic properties of these superlattices. Comparisons are made to a series of non-
epitaxial, polycrystalline multilayers that were simultaneously deposited on Si substrates.

GROWTH PROCEDURE

To enable epitaxial growth of the Co/Pd superlattices, GaAs (110) single-crystal
substrates were chosen. The GaAs wafers were In bonded to a Mo block along with Si
(111) substrates for use as Rutherford Backscattering Spectrometry (RBS) witness samples.
The Si, with its lower mass, allows the thickness of both Pd and Co to be determined with
RBS. These substrates also provided polycrystalline, UHV-evaporated multilayers for direct
comparison with the epitaxial superlattices. The GaAs substrates were heated to -625 C
for -30 minutes in UHV ( < 10 0 torr) for oxide desorption and annealing. This procedure
provided a clean, smooth, and highly ordered surface as determined by both reflection high
and low energy electron diffraction (RHEED and LEED) and Auger electron spectrometry
(AES).

To initiate epitaxial growth, a seed layer of 6 A of Co was deposited at 0.25 A/s from
a feedback controlled electron beam evaporator onto the room temperature substrate. This
Co grows epitaxially in the metastable bcc form on GaAs (110),3 but results in a very rough
surface as revealed by RHEED and LEED. To heal this surface and provide a good starting
point for the superlattice growth, a buffer layer of 500 A of Pd was then deposited at
0.15 A/s from a high temperature effusion cell. The Pd grows as fcc (111) as determined
from RHEED, LEED and x-ray diffraction. Other examples of fcc/bcc growth are in the
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literature." We found that the resulting surface could be improved by raising the substrate
temperature to 200 C for the last 200 A of Pd grov th. The resulting RHEED and LEED
images show improved sharpness with a reduced diffuse background. We also discovered
that sample rotation, ordinarily used to improve the thickness uniformity across the sample,
caused faceting of the surface if performed too early in the growth. The buffer layers were
therefore del9osited without rotation. Details of the Pd growth are given elsewhere in these
proceedings.

[[110]

Figure 1 RHEED patterns from the two different azimuthal directions of the final Pd
superlattice layer (dco=4A, dpd=llA, N=30).

Following deposition of the Pd buffer layer, the substrate was cooled to room
temperature and the superlattices deposited onto the rotating (10 rpm) wafers. This rotation
reduces the thickness variation across the 5 cm wafer to < 0.5% and does not affect the
quality of superlattice growth. RHEED was monitored during deposition and indicated
single-crystal growth throughout. Figure 1 are the resulting RHEED patterns for the final
Pd layer of a 30 bilayer superlattice (dco=4 A, dpd=Il A).

STRUCTURAL CHARACTERIZATION

In addition to using the MBE's in
situ structural probes, the superlattice
morphology and crystal structure were
investigated ex situ with Scanning
Tunneling Microscopy (STM) and x-ray
diffraction. Although RHEED can provide 2000
indirect information about surface
roughness, the STM gives direct real-space 150o
images of the final surface. The final A
surface of these superlattices was Pd, and 100
therefore imaged well with the "in-air"
STM.

250 - 500

A typical STM image, represented 1
as a line scan, is shown in Figure 2. The 0 0
remnants of a columnar structure are 0 500 1000 1500 2000 2500
visible, with typical lateral dimensions of A
the individual grains -50W A. These Figure 2 STM line scan of the final Pd layer
grains are very flat, with measured (dco=4A, dp=lA, N=30).
variations in height on the order of 2 A
(an atomic layer). Because the grain
diameters are on the order of the
coherence length of the RHEED electron beam, these flat-topped columns are responsible
for the streaked RHEED patterns seen during growth.
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The crystal structure of the superlattices was investigated with x-ray diffraction in
both high and low angle 0-20 geometries.

25 GaAs220) High angle rocking curves were also
performed as a probe of the crystal quality

PC(1 1 1) Pd/Co 1/5 and orientation. Composition modulation
(0) was confirmed in all of the structures, and

\ / a consistent determination of the bilayerC
period was obtained from the low-angle

(9 Pd/co and high-angle superlattice peaks and
1) RBS. Coherence lengths estimated from

, l1x50 x-ray linewidths are consistent with a

0 - single crystal throughout the entire

30 34 38 42 46 50 superlattice. Rocking curves performed
on the superlattice peak produced

20 (Degrees) linewidths that vary monotonically from
0.9' < A0 < 1.8* as dc. increases. These

Figure 3 High angle x-ray 0-20 scan of an narrow lines confirm the high quality of
epitaxialsuperlattice(dco=2A, dpo= 1 1A,N=50). these single-crystals. Figure 3 is a high-

angle 0-28 scan of a 50 bilayer
superlattice (dco=2 A, dpd=11 A). In contrast to this behavior, the x-ray diffraction from the
multilayers deposited on Si (111) revealed a polycrystalline structure with no discernable
superlattice satellites.

MAGNETIC AND MAGNETO-OPTIC CHARACTERIZATION

The magnetic and magneto-optic 0.1
properties of both the epitaxial superlattices - Epitaxial
and polycrystalline evaporated multilayers o
were investigated with vibrating sample -
magnetometry (VSM) and Kerr rotation Q
measurements. A magnetic easy-axis 3 0.0
perpendicular to the film plane was
observed for all four of the superlattices 2
repoited here (dcos12 A, dp=ll A).

The Kerr rotation was measured via "
a HeNe laser, lock-in amplifier based system -0.1 ..... .. .

with a Faraday rotator providing the 0.1
necessary polarization modulation. Figure Polycrystalline
4 displays the Kerr rotation versus applied o
field for both an epitaxial and |
polycrystalline multilayer (dco=2 A, Q
dpd=ll A, N=50). These samples were
grown simultaneously using GaAs and Si 0.0

substrates respectively. The most striking 0
difference is the increased coercivity of the f
epitaxial superlattice (H,=6.7 kOe). It also
should be noted that the spin reversal x
mechanism is obviously very different for -0.1
the two samples. The epitaxial superlattice
displays a gradual nucleation, in contrast to Magnetic Field (kOe)
the abruptness of the polycrystalline Fi
multilayer. Additional information on the gure 4 Kerr rotation loops for an epitaxial
details of the reversal process is being and polycrystaline multilayer (dco=2A,
gathered from measurements of the Pd=lA, N=50).
coercivity as a function of angle of the
applied field. Results of this study will be reported elsewhere.
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In addition to the differences in coercivity, the magnitude of the Kerr rotation in the
epitaxial superlattices is consistnly smaller than that in the polycrystalline multilayers.
Although the reduction is slight, it is easily resolved with our system. This small reduction
cannot easily be attributed to substrate interactions since all of the samples possess a 500 A
Pd buffer layer. VSM measurements of the total magnetization are currently being
performed in search of possible differences in the overall magnetic behavior. Although
these studies are not yet complete, significant polarization of the Pd has been observed.
Table 1 is a summary of the structural, magnetic and magneto-optic properties of the
epitaxial and polycrystalline multilayers produced to date.

Table 1. Summary of parameters. dpd=ll A for all samples.

dc°(A) N j H"eP(kOe) Hc- ly(kOe) I eOPi(deg) [ Ok poy(deg)

2 50 6.7 2.8 0.05 0.07

4 30 3.4 1.6 0.10 0.11

8 15 0.96 0.83 0.15 0.16

12 15 0.41 0.46 0.20 0.21

SUMMARY

We have demonstrated the epitaxial growth of the Co/Pd fcc(11i' superlattice system
and contrasted the magnetic and magneto-optic behavior with that of simultaneously
deposited polycrystalline multilayers. Significant differences are seen n the spin reversal
process. Further measurements are needed to elucidate the mechanisms responsible for the
enhanced coercivity observed in these epitaxial structures. Presently, a more complete
magnetic characterization is being conducted using VSM and torque magnetometry, and
will be reported in a later paper. Future work will include LEED and in situ Kerr rotation
measurements of Co monolayers deposited on Pd to investigate interfacial strain effects.
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ABSTRACT

The miagnetoerystalline anisotrop~y energies of (0011 anid [1 11] oriented CoPdnm
multilayers (with n4-rn<6) have been calculated from first principles using the lin-
ear muffin-tin orbital miet hod in the atomic-sphieres approximation together with the
local-spin-density approximation. While the easy axes of all III1] ConPdm inultilavers
considlered are found to be perpendicular to the film plane. [0011 ConPd.m ultilayers
are only founld to be perpendicularly magnetized if t hey contain cobalt as nionolayers.
The 'ni agnetocryst all ine anisotropy' energy is calculated to be largest for [ill] COIPd,
and decreases with increasing Co thickness. These predictions are in agreement with
experiment.

INTRODUCTION

The magnetization of' Co/X niulilavers, where X is a late transit ion metal ele-
merit (P'd] ] or Pt[2[) is oriented perp~endicuilarly 1.o the film plane if the Co layers are
one or a few mociolayers thick. increasing the Co thickness thle easy axis eventually
changes to anl in-pilne direction. Mleasurenients show that tile anisot ropy energy-
dlensity vK, times fti(, ( othickness. 1, (tecrease-s approximately linecarly with I, i.e..
KI ;zz 2K A + A I wh(ere Ix , and K-, are interface anid volume energy-den sit ies respec-
ivelv. F or thinn C o lay ers the int erface aniisot ropy energy apparently dlominates thle

volirrii anisot ropy energy and gives 1'..e to a perpeindicularly oriented magnetization.
'['his indicales that in thlese niultilayers thle anisotropy enerlgy of nionolayers of cobalt
is very different from that of bulk (hep) cobalt.

it was p~oinited otit, lyV el rmore t han thirty years ago that thle reduced si-
rue! ry at a siurface may lead to an anisot ropy energy that is (different, from thle bulk
a iiisot ropy.131 Recently it has been shown ex pern ient allY thfat, the magnetic anisot ropy
of, (o/X mul tilatyers strongly depends on the element X[41, thre structure of the
nnitu if lyer]rJ and the mi xinrg of Co andi X elements in the vicinity of thle interface [6].
Mloreover, magnetoelast ic energy nia'v contribute via a thickness delpendenit strain of

lihe C( lav ers. [i1 Partly because of these effect s t lie origin of thle measured anisot ropy
energy is riot w elf tinderstood.

We have t herefore examined t he anisotropyv energy of latt ice inat chteud moult ila('rs
wit h ideal int erfaces. The resumlt~s of first-princi ples :alcm fat ions for Co,j Pd,, iiult ilavers
ini two different st ructures, [Ill ]If, wit~h m+m=3,6 an(l [0011 },, with Ii ii - 2,l ,6 are
presemied. Of all iitilayers considered, thre anisotropy energy is largest for 1I 11,
( o ll'f2 arid decreases with increasing C o thlickness. Co~lPd ,, imullilayters with a [00lf"
st rictuire are found t~o be perpendicularly miagnetizedN only if theY contain ICo ats
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mono lavers. Where comparison is possible, these predictions are in agreement with
experiment.

MET 101)

Magnetocrystalline anisotropy energy (MAE) is the difference in the ground
state energies corresponding to two different orientations of the magnetization den-
sity. Although in principle a relativistic current density functional theory ought to be
used [8], we calculate the MAE for practical reasons within the framework of the stan-
(lard local-spin-density approximation[9]. The MAE is caused by the simultaneous
occurence of exchange splitting and spin-orbit coupling in the Hamiltonian. Because
the spin-orbit coupling parameter is small with repect to the exchange splitting and
the bandwidth, it is treated non self-consistently.

First the Kohn-Sham equations for the scalar-relativistic spin-polarized Hamil-
tonian are solved self-consistently using the LMTO method in the atomic-spheres
approximation (ASA)[10]. The spin-orbit coupling is then added and on diagonal-
izing the full lamiltonian the eigenvalues, E,(k, fi), are obtained. These depend on
the chosen orientation fi of the magnetization because the term 1 - s is not invariant
under a rotation in spin-space. By employing the force-theorem[1[] the MAE may be
expressed as the difference in sums of Kohn-Sham eigenvalues for two different orien-
tations ft. Each sum is performed by integration over the Brillouin Zone (BZ) using
the improved tetrahedron method[12. Using this procedure a detailed study of the
MAE of the transition metal elements Fe, Co and Ni was made, and for a description
of the method we refer to this work.[13]

An important contribution to the measured anisotropy energy is the magneto-
static energy difference, AED, between the two orientations of the magnetization in
the nmultilayer geometry. It is calculated by sumniing classical magnetostatic interac-
tion energies between magnetic dipoles on lattice sites.[14

STRUCTURE

The experimental information about the multilayers from den Broeder et al.[4,5]
is used to construct a model for their structure. Epitaxial [1111 Co/Pd multilayers,
comprising close packed planes of Pd and Co,were prepared by vapor deposition in
UIV on mica substrates with a Pd buffer layer of 1000 A.[4] Epitaxial [001[ Co/Pd
tiultilayers have been obtained by vapor deposition in UHV onto cleaved [0011 NaC1
with a Pd buffer layer.[51 In this case the Co and Pd layers were found to be coherent

with each other. Typically the Pd layer is 20A thick. In the calculations coherent
layers are assutmed in which the in-plane lattice parameter is determined by the Pd-
layer. Then the only structure parameters left undetermined are interplanar distances.
These were evaluated by minimizing the total enorgy calculated using the full potential
LAPW method[15[.

In our model for the [111[1f, Co,,d. mnultilayers an ABCABC stacking se-
quence of close packed planes is assumed. The resulting crystal structure has trigo-
nal sytimetry and a basis which consists of multiples of 1 atoms. Hexagonal lat-
tice vectors with length a and c may be chosen to span a unit-cell, where c =
2cco Pd + (tr - l)ccO-Co + (In - 1)Cpd-Pd. Here CA-B denotes the distance between
neighbouring A and B planes. The nearest neighbour distance between Pd atoms is
taken unchanged from that calculated for the Pd (bulk) fcc lattice, and determines a
and cpd Pd. For Co,,Pdm multilayers the remaining two parameters are calculated for
trigonal Co 3 and CoPd2 , yielding co-co and cC.-Pd respectively. They are found to
be only slightly smaller than those that would have been obtained from close packing
of hard spheres. As will be discussed, small changes in the structure parameters do
not change the anisotropy energy significantly.

The structure of [001[fc, Co, Pdm multilayers is a stacking of [0011 planes of an
fcc lattice. The multilayer has tetragonal symmetry and a is taken to be equal to the
calculated fcc Pd cubic lattice constant. The interplanar separations are found from
calculations for tetragonal bct cobalt and ColPdj, yielding cco -Co and CCo-Pd.
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Figure 1. The anisotropy energy-density, K, times Co-thickness, t,
as a function of t for [111) multilayers deposited at T, = 200 0C(A),
compared with the ab initio calculated values. The (room tem-
perature) experimental data are taken from den Broeder et al.[4]
K > 0 corresponds to a perpendicularly oriented magnetization.
Error bars indicate the estimated numerical accuracy of the cal-
culation.

MAGNETIC ANISOTROPY CALCULATIONS

Previous first-principles calculations of the anisotropy energy of hcp Co have
shown that the calculational results depend sensitively on the location and disper-
sion of degenerate energy bands near the Fermi-energy.[13] The ab initio calculated
anisotropy energy of hcp cobalt (-0.02 meV/Co) is not in accordance with the exper-
imental value of 0.06 meV/Co. This result was obtained using a basis including spd
and f partial waves. Including only spd partial waves in the basis a correct easy axis
was predicted with an anisotropy energy of 0.03 meV/Co. It is concluded that the ac-
curacy of the calculations can not be claimed to be better than 0.1 ineV/Co-atom. For
several ferromagnetic compounds (YCo5, MnAs and MnSh) with a larger anisotropy
energy (,z 0.2 meV/magnetic atom or larger) the easy axes appear to be predicted
correctly but quantitative discrepancies with experiment are still found. The magne-
tocrystalline anisotropy energy of [111] Co/Pd multilayers containing monolayers of
cobalt is about a half meV per unit-cell.

It is important to accurately perform the Brillouin Zone (BZ) integral of the
Cigenvalues ,(k, fi). We have found that it is possible to demonstrate the convergence
of the BZ integral for unit-cells containing up to six atoms in the basis.[16 The
numerical uncertainty in the results to be quoted below, is at most 0.1 (0.03) meV
for unit-cells containing six (three) atoms. The results that follow are obtained using
spd and f partial waves in the basis.

Co/Pd MULTILAYERS

In Fig. 1 the calculated results for Kt of [1111L, COnPdm multilayers are com-
pared with experimental results obtained at room temperature[4]. Kt multiplied by
the Co area per atom (the area of a Co atom projected onto the basal plane in the
bulk hcp structure), A, equals the sum of the magnetocrystalline anisotropy energy
AE and the magnetostatic energy difference AED (--. -0.09n meV). The correspond-
ing values for AE + AED are denoted on the right-hand vertical axis. The numerical
convergence of the calculated results is indicated by error bars. The dependence of
the calculated MAE on the Pd thickness is small; the anisotropy energy of Co1 Pd5 is
-10 % smaller than that of Co 1Pd 2 . A perpendicularly oriented magnetization and
decreasing anisotropy energy with increasing Co thickness is predicted. However, the
decrease is about a factor of three larger than observed in the experiment. For thick
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Co layers the calculated slope will be determined by AE + AED of strained trigonal
cobalt. AE of strained trigonal cobalt is calculated to be less than 0.03 meV/Co
atom for various c/a ratios between 2 and 2.45 (fcc) while keeping a constant, so
that for thick Co layers the slope should be - AED. This is actually found in the
experimental data. We conclude that the presence of the Co/Pd interface leads to a
strong preference for a perpendicularly oriented magnetization. The initial decrease
of the magnetocrystalline anisotropy energy with increasing Co thickness is much
larger than that calculated for strained trigonal cobalt. This indicates that the influ-
ence of the interface extends beyond the Co interface layer. For large Co thicknesses
the slope will be determined by the demagnetization energy. Magnetoelastic energy,
arising from strain in the Co layers, is not the cause of the very large anisotropy
energy.

In Fig. 2 the calculated results for Kt of [001]f,, ConPdm multilayers are com-
pared with experiment[5]. Compared to the [1111 oriented multilayers there are two
essential differences in the experimental data. Firstly, the interface anisotropy energy
is strongly reduced. Secondly, an additional easy-plane anisotropy is present in the
volume anisotropy, which is nearly as large as the demagnetization energy. Hence
[001] multilayers are only perpendicularly magnetized if they contain monolayers of
cobalt.

Our calculated anisotropy energies reflect these two differences. Only CojPd3
and ColPd. are predicted to be perpendicularly magnetized, and a strong decrease of
the anisotropy energy with increasing t is also found. However, as in the calculations
for [111] oriented multilayers, the slope is about a factor of three larger than is found
experimentally.

The dependence of the magnetocrystalline anisotropy energy, AE, on the struc-
ture parameters was calculated for the [lll]f,, CojPd 2 multilayer. In Fig. 3(a) the
fractional change of the MAE, -(-E- is shown as a function of the fractional change
in the volume of the unit-cell, !i Here AE and Q refer to the multilayer ColPd2 for-fi.
which we have shown results in Fig. 1.

A uniform compressive strain was applied, i.e., all structure parameters were
changed with the same fraction - MI. Decreasing the volume causes a reduction of30
the MAE. For example, on changing the volume by -8%, the change in the MAE is
only about -10 %. Assuming K = - 3Ar for stress induced magnetoelastic energy,2
experiments on sputtered Co./Pd multilayers and Co/Pd alloys indicate a value for
the magnetostriction constant A = -1.5 - 10-4.[17 The calculated results yield a
magnetostriction constant of about -6.10- 5 assuming a bulkmodulus B=2-10N/m 2.

We might expect the anisotropy energy to depend differently on cCo-Pd than
on a. In Fig. 3(b) the change of the MAE is shown as a function of the fractional
change in CCo-Pd. Here a was kept fixed. The change of the MAE is about a factor
of three larger than in Fig. 3(a) for corresponding changes in the volume, indicating
that the MAE depends less on a than on cc.-pd. From Fig. 3 it is concluded that for
a wide range of values of the structure parameters a perpendicular orientation of the
magnetization is predicted.

CONCLUSIONS

In summary, we have shown that the observed preference for a perpendicu-
larly oriented magnetization in [1111 oriented Co/Pd multilayers and the qualitative
difference in the magnetic anisotropy between [ll] and [001] oriented multilayers is
predicted by first-principles calculations. The large value of the anisotropy energy and
the preference for a perpendicular orientation of the magnetization of [111] Co/Pd
multilayers must be attributed to the presence of the Co/Pd nAterface and the result-
ing energy bands. Calculations for Co/X multilayers, where X = thick Ni, Cu or Ag,
are in equal good agreement with experiments.[16] A determination of the anisotropy
energy of coherent epitaxial multilayers at low temperatures is necessary in order to
be able to make a more rigorous evaluation of the success of the calculations.
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ABSTRACT

Co/Pt multilaver films have been prepared by evaporation under
UHV conditions. For samples with Co layer thickness below 0 8 nm a
strong uniaxial anisotropy and rectangular loop are observed While
the polar Kerr rotation decreases with the Co layer thickness, the
Faraday rotation, on the contrary. is seen to increase strongly. This
increase has been attributed to the presence of Co-Pt alloy layer at
the interfaces formed by mixing and whose thickness has been
estimated to be about 0.3 nm. Furthermore this layer is thought to
play a crucial role in the origin of the uniaxial anisotropy. Faraday
rotation studies are thus shown to be powerful to characterize the
multilayers.

INTRODUCTION

Recently Carcia et al 1 reported on Co/Pt multilayers (ML)
which present an uniaxial anisotropy for Co layers thiner than about
1 nm and with reasonable polar Kerr rotation. This uniaxial
anisotropy is attributed to the interfacial surface anisotropy which
generally increases with the decreasing thickness of the magnetic
film These characteristics such as a rectangular loop along the film
normal with coercivities on the order of 1 kOe, fairly high Kerr
rotation in the smaller wavelngth region, and finally their chemical
stability make them potential candidates for the future generation of
magneto-optical storage media and which has stimilated active
research on these new materials in many laboratories 2,3,4 We
describe here some results on structural, magnetic and magnetoptical
studies in the Co/Pt MLs.As we have described previously,the study of
the Faraday rotation is very interesting and it yields important
information about the interfaces because this rotation arises from
the bulk of the multilayer structure unlike the polar Kerr rotation
which also would involve complex interference effects due to
multiple reflections5 We will attempt here to correlate the Faraday
rotation observed to the interface material, which in our opinion,
should be playing an important role in determining the properties of
these new materials.
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EXPERIMENTAL DETAILS

The nlultilayers were deposited using a dual electron gun fitted
in a UHV chamber, where the starting pressure was 1-2.10-1 torr and
which was kept below 6 10-9 torr during film deposition The
deposition rate and the thickness of the layers were controlled
individually using two quartz oscillators which had been previously
calibrated. Water cooled glass or silicon wafers were used as
substrates.

The thickness of the Co (dl) layer was in the range 0 5 to 3 nm
and that of the Pt (d2 ) 1 to 4 rim. The number of bi-layers (n) was
varied from 8 to 20.The samples will be denoted as (dld 2 )n

The periodicity was checked by low angle X-ray diffraction. Some
samples were examined by cross sectional transmisson electron
microscopy (XTM).The magnetization (M) and the M-H loops were
measured with a vibrating sample magnetometer (VSM). Both uniaxial
anisotropy (Ku) and M were measured using a torque magnetometer in
the temperature range 5 to 290K Polar Kerr and Faraday loops were
taken at X = 633 nm, using a magneto-optical set up capable of a
resolution of 10-4 deg.

RESULTS AND DISCUSSIONS

The multilayer structure was confirmed by the low angle Bragg
reflections. Fig. I a and b show the XTM picture (the end on view)of
two samples (0.6,1.6)8 and (2.6,3.2)6 .Some crystallites are seen
which are comprised of both constitutents and without affecting the
layering sequence or the interfaces. The diffraction pattern for the
(0.6,1.6)8 sample indicates one diffraction ring which corresponds to
the average lattice. No evidence of two distinct diffraction rings
for the two constituents is seen.

The M-H and the magneto-optical loops were similar in general and
Fig. 2 shows the Faraday loop for the sample (0.5,1.6)16.

30 nm

Fig 1 XTM picture of
(0.6,1.6)8 (a) and
(2 6,3 2)6 (b), and b
the inset shows the
diffraction pattern
of (a)

9
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OF

Fig. 2 Faraday loop for H
(0 5,1 6)16 sample

5 0 H(k ) 5

Fig 3. shows the torque curve for the sample (0.8, 1.6)15 and
the perfect uniaxial symetry is seen

We have calculated Ku (erg cm- 3 ), in three different ways To
calculate the volume we first took into consideration only (a) dl.
then .b) dl+ d2 and finally (c) dl+ two layers of alloy at each

surface of the Co layer of thickness S = 0 3 nm each, this aspect -ill
be discussed under the Faraday rotation studies. only for the case
(a), Ku is seen to increase almost linearly with decreasing Co layer
thickness For the other two cases (more realistic) Ku seems to be
less sensible to the Co layer thickness.The highest value (case a) is
1 3x10 7 erg cm-3 and is obtained for (0 5, 0 8)20 Fig 4 shows Ku as
a function of dl for a fixed do = 1.6 nm for the three cases
described above.

The variation of the Faraday rotation (eF) with dl, in our

opinion, is an important aspect of our present work. Fig. 5 shows
that the rotation, expressed in terms of total Co layer thickness,

x10 7 o

1,5

x 10
6

5 1

E U, E

IPI -
E

0 2 3

di Co (rim)

Fig. 3 Torque curve for Fig. 4 Ku dependence on
(008, 16)15  dl(Co )
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increases in a remarkable fashion as dl decreases. The observed
increase has been attributed to the presence of an inerface layer
arising from the alloying in ML with thin layers 6  In the piesent
case by using a simple model 7 we have calculated the thickness (&)of

20

E

Fig. 5 The dl(Co)layer depend- 01o

ence of the Faraday
rotation with d2=1.6 nm

C

0 1 2 3 4 d1 (nm 30

this layer as follows. The rotation arises from not only the Co layer
but also from the alloy layer. So one can write for the observed
rotaion, OF(measured) = OFCO(dl)n, OFCO-Pt(8)2n, where n, eFCO,
9FCo-Pt indicate the no of br-layers, and the rotation from Co and

the alloy layers respectively Assuming that the two rotations are
equal (in the first approximation) we find that 6=0.3 nm for all the
ML with d2=1.6 nm. This interfacial alloy layer also favours
exchange coupling between the adjacent Co layers and could play a key
role in the developpement of the uniaxial anisotropy.

In conclusion, we have prepared Co/Pt multilayers by sequentiel
deposition in UHV. For thin Co layers rectangular loops are observed
and the torque studies confirm the presence of a t rong uniaxial
anisotropy.The increase in the Faraday rotation observed has been
attributed to the presence of a magnetic alloy layer at the
interface. The study of the Faraday rotation thus has enabled us
to reveal the presence of the interface material and which in our
opinion could play an important role in exchange coupling the
Co layers and in the appearance of the uniaxial anisotropy.
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INTRODUCTION

The recent introduction of molecular beam epitaxy techniques in
metal physics has introduced the ability to prepare new crystalline
structures of elemental metals by epitaxy (pseudomorphic
structures).

In this context, the case of metallic Fe is worth of
attention. Indeed, besides the bcc and fcc structures, an hcp phase
is obtained under high pressure'. Only the bcc (8-coordinated) one
is magnetic, whereas the fcc and hcp (12-coordinated) forms, which
correspond to a volume of 11.4 A 3 / Fe atom, are non-magnetic.
According to theoretical predictions, both fcc and hcp bulk phases
should undergo a transition to a magnetic state at volume expansions
of the order of 5%2

, 3 . The purpose of this paper is to discuss our
present knowledge of the the magnetic properties of (0001) hcp Fe/Ru
superlattices. A brief recall of the results obtained on the local
structure around Fe atoms, including the interatomic distances, the
nature and the number of near neighbours will be done 4 . Regarding
magnetism in particular, it is essential to characterize the atomic
roughness at the Fe/Ru interface layer because Ru is very efficient
to destroy Fe magnetism in Fex Rul-x hcp solid solutionsl°5 .

In the present report, we focus on bulk magnetic properties,
which are investigated by SQUID magnetometry and magnetoresistance
mearurements. 57Fe M6ssbauer spectroscopy in transmission geometry6

has been published elsewhere.

EXPERIMENTAL PROCEDURE

The (0001) F-/Ru superlattices were either grown on (1120)
sapphire substrates or on freshly cleaved mica discs in a RIBER EVA
32 MBE. In every case, a Ru buffer layer of 200 A was firstly grown
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at 500'C to ensure an atomically flat and single crystalline surface
and to avoid oxygen contamination from the substrate. Superlattices
were then elaborated at 100 *C. The working pressure never exceeded
5 10-10 Torrs during deposition. Magnetization measurements were
performed with a SQUID. Magnetoresistance measurements were carried
out in pulsed fields (t=ls) up to 35 teslas.

STRUCTURE OF THE (0001) FE/RU SUPERLATTICES

The RHEED diffraction patterns A 7 of the Fe layers grown on a Ru
surface, ascertain that Fe planes stack pseudomorphically on the
(0001) dense planes of Ru. The crystalline structure of these
superlattices has formerly been discussed, with a particular
emphasis on the nature of the stacking (ABAB... or ABCABC...)4?. The
conclusion was that the stacking is close to the HCP one.
Diffraction experiments leads to a value of VFe = 12.7 A 3 /Fe atom
which is surprisingly large, the atomic volume is expanded by 10% at
least.

The characterization of the sharpness of the concentration
gradient is par.icularly important. Thus, the mode of growth has to
be checked. Auger electron spectroscopy results can be fited with
the hypothesis of a layer-by-layer growth without volume
interdiffusion. An other insight into interface sharpness can be
gained from diffraction spectra8 . A great wealth of information on
interface is for instance obtained with a superlattice
Fe(2,1)/Ru(l.9) . Despite all the atomic planes correspond to
interfacial ones, a set of satellites is unambiguously observed at
low and high angles 8. This is a direct evidence that the interface
composition is sharp at the monolayer scale.

To conclude the discussion of the structure, we can state that
Fe layers are stabilized in an hexagonal structure, with an
anomalous volume of 12.7 ± 0.2 A3 / Fe atom corresponding to an
expansion of more than 10% as compared to the )-Fe ore-Fe phases.

H
9.5

Fe(6.5)Ru(3.7) Fe6.SlRu(12)

0. '0. 1.

B (ela)
Figure 1. Hysteresis curves for two typical superlattices

BULK MAGNETIC PROPERTIES

Two different family of sample have been investigated by SQUID
magnetometry. In the first family we keep the ruthenium thickness
constant ( around 12 atomic layers) and vary the iron thickness; in
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the second one we k'ep the iron thickness cc.:-tant (around 6.5
monolayers) and we vary the ruthenium thickress.

We first discuss the results cii the second family. Two typical
hysteresis curves are shown in fig.l for a sample of around 3 Ru
monolayers and a sample of 12 Ru :nonolayers. One can see clearly on

these curves, that the coercive tieid is markedly larger for :nhe
sample with the thinner layer of ruthenium. This result .s
summa::ized on figure 2 where e present the coercive field versu:
the Ru layer thickness. To check in more details the nature of the
interactions through the ruthenium layer, we present in figure 3,
the first magnetization curve of a coupled sample
Fe(6.5)/Ru(3.7) (field parallel to the layers).

1200

1000

6 800

V 600

400

o 200

0 L

0 2 4 6 9 0 12 14 6

Number of ruthenium layers

Figure 2. Coercive field versus ruthenium thickness

0,6

A

0,4-
0.4

0,2

0,0o
0,0 0,2 0:4 0:6 0:6 1,0

D (TeslB)

Figure 3. Low field magnetization curve of a coupled
superlattice, Fe(6.5)Ru(3.7), showing the evidence of a spin flop

transition

One sees clearly two steps in this curve, a spontaneous jump
occurs at very low field and then a positive curvature is observed.
This kind of curve is very close to those calculated by Dieny et al'
for antiferromagnetically coupled layers in the case of weak
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anisotropy. We then conclude that antiferromagnetic coupling between

adjacent layers seems to be possible for thin ruthenium interlayers.
Another type of conclusion can be deduced from figure 2; it seems
that the interlayer coupling becomes very weak for a ruthenium
thickness of about 12 monolayers.

We have choosen this ruthenium thickness for the study of
hexagonal iron since in that case only intralayer coupling plays
some role for the magnetic properties.

E 0,B

0,4

E

0,2

0 I 2 3 4 5 £ 7 8

Number of Iron layers

Figure 4. Iron moment versus iron thickness

Figure 4 shows the total moment of the iron layer versus the
iron layer thickness. This curve reveal the absence of spontaneous
magnetization for Fe layers thinner than 4 monolayers and a

subsequent increase of 1.79b per atom in the additional layers

(straight line on fiqure 4).

6p/p Fe(6.5)Ru(I.9)

Fe(65)Ru(3.7)
0,10

Fe(65)Ru(12)

Fe(2.l)Ru(1.9)

0,00
0 to 20 30 46 50

B (tesla)
Figure 5. Magnetoresistance of some multilayers at 4.2K

As a matter of conclusion, the magnetic measurements of Fe/Ru
superlattices permit to establish that the 2 Fe layers at the
interface with Ru are absolutely non-magnetic whereas the next ones
are fully polarized, with a moment of 1.7 1b/ Fe. This result must

be related to a volume expansion exceeding 10% for the Fe layers due
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to the pseudomorphous growth with Ru. At this stage, we must mention
the LLke2hood of the magnetic behaviour of Fe in hcp (0001) Fe/Ru

superlattices, with the results obtained independently by Liu and
Bader10 for a single Fe/Ru (0001) interface; in both experiments, it

is found that the magnetic interface is sharp, albeit at 2 planes
apart from the chemical interface. The absence of Fe magnetism at

the interfaces, which is significant owing to the sharpness of the
interface at a monolayer scale, is certainly due to a strong

hybridization of the Fe bands with the broader bands of Ru.

MAGNETORESISTANCE MEASUREMENTS

Figure 5 shows magnetoresistance results at 4.2K for four
typical samples. The four samples have nearly the same residual
resistivity of about 3gQcm at 4.2K. The magnetic field is

perpandicular to the current and in the film plane. One can see
immediatly that there is no trace of giant magneto resistance at low

field.

0 000

-0.002

120 Y.

-0 004 77K

4.2 V

0 1 2
B (Teslas)

Figure 6. Low field magnetoresistance at various temperature of
a rough sample

If one inspects closely the low field part, one can detect some

small negative component of about 10-4 to 0.5 10-3 at applied fields
below 1 or 2 Teslas. This small negative part is more important in
the Fe(7.5)Ru(6.5) sample (fig.6) where the residual resistivity is
notably higher due to the surface roughness detected by RHEED on

this kind of samples4. One can see also on fig.5 that the high field
magnetoresistance increases with the onset of magnetic moment (from

the 2.1, 1.9 sample to the 6.5, 12 sample) and also when the Ru
layer thickness decreases. Then the magnetoresistance in our samples

is clearly related with the magnetic properties. To gain more
information, we have tentatively fitted the magnetoresistance curves

with a two band model (free electrons with spin up or spin down)'!

This model is obviously not correct since it implies a zero
magnetoresistance for the non magnetic sample and it neglect the
spin flip diffusion, but it can give a preliminary account of our
data. The fits are the solid lines in fig. 6. One may deduce from
these curves the ratio of the spin up and spin down relaxation time
which is 1.9, 2.1 and 2.4 for the three magnetic samples (Ru = 12,
3.7 and 1.9). This can be related11 to an increase of the ratio
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between the density of states of d electrons with spin down to the
density of states of d electrons with spin up.

These results are preliminary but show that in presence of
antiferromagnetic coupling, the magnetoresistance is not necessarely
giant if the residual resistivities of the samples are low.

CONCLUSIONS

From a systematic study of the crystalline structure and of the
local environement around Fe, we have been able to conclude that the
(0001) Fe/Ru superlattices have an hexagonal structure, in which the
specific volume of Fe is expanded by more than 10 % as compared to
equilibrium phases. The Fe/Ru interfaces are very sharp;
correlatively, the magnetic interfaces is also sharp but located at
two planes apart inside the Fe layer. The magnetic Fe sites carry a
large moment of 1.79b. These results are in excellent agreement with

theoretical predictions3' 12' 13 and the fact that the expanded Fe phase
is observed for two different pseudomorphous epitaxies, i.e. (0001)

and (1122), strongly supports KUbler's prediction3 that an hcp Fe
phase could correspond to a metastable state with a relatively high
moment. The magnetization and magnetoresistance results suggest that
there exist a coupling between the iron layers. This coupling could
be antiferromagnetic but the giant magnetoresistance is not directly
related to this antiferromagnetic coupling.

* Present address: Compagnie de Saint Gobain, Direction de la

Recherche, Les Miroirs, Cedex 27, 92096 Paris - La D~fensE
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INTRODUCTION

Among other interesting problems superlattices or
multilayers are very suitable systems to study magnetic

properties of ultra thin films, surface effects, periodicity
effects, etc.. Due to this special properties a wide range of
metallic multilayers have been studied with different1,2.3,4,5,6
techniques In our case we are mainly concerned with
the iron-silicon system. Early studies on the magnetic

properties of amorphous Fe Si thin films were performed by

Y. Shimada et al.7 and by D. Bloch et al.a, in this studies the
range of composition in which a ferromagnetic ordering exist is
available together with some of the structural features, as a

function of x, of the Fe Si alloys. J.M. Alameda et al.
x i-)c

have pointed out that the behavior of the saturation

magnetization as a function of x between the values 0.66 < x 5
0.78 is greatly influenced by the particular conditions of the
sample preparation. Clear differences are evident in the

magnetic behavior of sputtered samples and evaporated samples

pointing out the influence of the short range order effects.

EXPERIMENTAL AND DISCUSSION

We will describe in this part the magnetic properties of
the multilayered system Fe Si / Si. Details about sample

1-x10
preparation can be found elsewhere . The magnetic studies have

been carried out as a function of the composition ( x = 0.25,
0.3) and as function of the modulation length (k) (thickness
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TABLE I. Thickness and composition of the two series of samples

SAMPLE Fe Si / Si K Fe Si / Si K75 25 70 30

(A) (A) (A) (A) (A) (A)

1 4.4 2.2 6.6 2.2 1.4 3.6

2 8.8 4.4 13.2 4.4 2.8 7.2
3 17.6 8.8 26.4 8.8 5.8 14.4

4 35.2 17.6 52.8 17.6 11.2 28.8

of the Fe Si layer plus thickness of the Si layer) by using

conversion electron Mossbauer spectroscopy (CEMS) and SQUID

magnetometry. The total thickness of the samples of about 0.1

pm was determined by using Tolansky interferometry. The

amorphous character of the samples was tested by using X-ray

diffraction and by means of low angle X-ray scattering we have

checked the modulated structure of the multilayered system.

MAGNETIC MEASUREMENTS

Magnetic measurements were performed in a commercial SQUID

magnetometer in applied magnetic fields up to 5.5T working in

the temperature range between 1.8 and 300K.The fact that the
curves are not saturated at high field (see Fig. 1) can be
correlated with the existence of non magnetic iron atoms as has5,11,12
been deduced by means of Mossbauer spectroscopy The
saturation magnetization of the samples increases as the

modulation length increases reflecting that both, the exchange
interactions intensity and the Curie temperature increase as

Al

*2
03
+4 A

240

140 I I

0 25000 50000
H(Gauss)

FIGURE 1. Magnetization curves as a function of X for the
Fe 7Si 5/Si samples with the external field

applied parallel to the sample plane.
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TABLE II. Values of the saturation magnetization and of the
macroscopic uniaxial anisotropy Ko.

Fe Si /Si Fe Si /Si75 25 70 30

SAMPLE B/atom K (ergCm-3 ) /atom K (ergCm- 3

1 1.60 1.7x10 5  1.50 4.8x105

2 1.90 3.2x105  1.80 4.7xlO5

3 2.20 1.9xlO5 2.10 3.9x1O5

4 2.20 2.7x105 2.20 4.5x105

well. By means of the law of approach to magnetic saturation
1 3

4
M(H) = Mo (1 - Z a H n / ) + x H + b H1

/ 2
n=l n/2

different magnetic features of the samples were investigated.
The macroscopic uniaxial anisotropy constant Ko can be
determined from the law of approach to magnetic saturation

through the following relation

4 2 2A = ( /15) [ Ko / Mo J (2)2

where A is the coefficient of the H-2 term in (1) and Mo is2

the saturation magnetization. The coefficient b in (1) can be
calculated from the spin waves theory and it is related to the
spin wave stiffness constant D through the following

13
expression

3/2 1/2

b= 3.54 g p ( 1/4nD) 3/ 2 KT ( gp ) (3)

We have also studied the thermal behavior of the saturation

magnetization in a constant applied field while heating the
samples from 1.8 to 100K. In presence of an applied field the

16.
experimental data should be analyzed by means of the formula

M(T)/Mo = I - B [F(3/2,t H)/((3/2)]T/
2

- C [F(5/2,t )/ (/2)]T 5 / 2 - A T' (4)

Where Mo is the saturation magnetization and the definition of

the remaining functions can be found elsewhere 6 . Eq. (4) takes
into account the effect of the applied field on the spin-wave
spectrum, first studied by Holstein and Primakoff . The

spin-wave stiffness constant, D, of the dispersion law is
related to the B coefficient of the modified Bloch's law given
by equation (3) through the expression:

B = (3/2) (ga /Mo) (k8/4rTD) 3 / 2  (5)
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FIGURE 2. Determination of the b values from 
the Mo vs. H1/ 2

plots in the high field regime.

Two different regimes are clearly evidenced in the thermal

behavior of the magnetization. i) A very fast decreasing of

the magnetization takes place below 30K given values for the B

coefficient that are around 100 times bigger than the

corresponding values for crystalline materials. Similar results
have been obtained in thin films integrated by other

materialsis but it is still not clear what is the origin of

this behavior. In a theoretical paper by Kaneyoshi it is

shown that the effect of the surface amorphization (i.e.

relaxation of the intensity of the exchange interactions at

surface) may produce a thermal behavior of the magnetization

that is very similar to that obtained experimentally. ii) Above

. 40K a more slowly decreasing of the magnetization is observed

and in this case the values obtained for the B coefficient are

more similar to that corresponding to crystalline materials.

MOSSBAUER SPECTROSCOPY

The conversion electron Mossbauer studies have been

carried out by using a "home made" acetone gas detector. The

single line source was 20 mCi of 57CoRh. The spectra were

collected at room temperature and the experimental arrangement

is that the gamma rays incoming beam is perpendicular to the

substrate plane. All the spectra show 6 broad and partially

overlapping lines because of the wide distribution of local

environments of the iron atoms due to the chemical and

structural disorder. To analyze the P(H) distribution we have

used a method proposed by Vincze in which P(H) is assumed to

be given by a binomial distribution2 0 . Furthermore we have

assumed that the intensity ratio between the lines of the

sextuplet is 3:4:1 as indicated by magnetic measurements. The

extra contribution to the two middle lines is due to the

presence of paramagnetic iron atoms in the samples because of

the interdiffusion between the Si and Fe Si layers in the

-x 0
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TABLE III. Hyperfine parameters of the different samples.

Fe Si / Si
75 25

SAMPLE I.S. AE <H f> o/atom linewidth

(mm/s) (mm/s) (KOe) (mm/s)

1 0.13(1) 1.58(2) 200 1.5 0.33(1)
2 0.12(1) 1.28(1) 204 1.5 0.42(1)
3 0.12(1) 1.52(1) 215 1.6 0.36(1)
4 0.07(1) 0.73(1) 240 1.8 0.38(1)

Fe Si / Si70 30

SAMPLE I.S. AE <H f> po/atom linewidth

(mm/s) (mm/s) (KOe) (mm/s)

1 0.13(1) 0.98(1) 168 1.3 0.36(1)
2 0.12(1) 0.87(1) 173 1.3 0.44(1)
3 0.11(1) 0.93(1) 184 1.4 0.42(1)
4 0.11(1) 1.05(1) 212 1.6 0.37(1)

interfaces.The number of Bohr's magnetons per Fe atom has been
21obtained assuming a linear relation between pB and Hf Hf =

13T/p . The fact that the P(H) distributions corresponding to
samples having X : IOA have practically the same width and
values for <H f>, allows us to interpret then as due mainly to
interfacial Fe atoms. Hence we assume that the interface has an
extension of about 1OA in good agreement with the results
obtained by C. Dufour et al. by using low angle X-ray
diffraction and neutron diffraction in the Fe/Si
multilayered system. Increasing the characteristic modulation
length X, the P(H) distribution moves to higher fields. This
increase may be due to two different causes: a) Variation of

020

0.2 75 S25/Si -- Fe70 S30

41I '\ .. '/...fS

I \ \,,0,0

0.01 ~
0"00 100 200 300 4 0 0 .

20 0 00 0 00 200

H(Ke) H (KOe)

FIGURE 3. Binomial distributions of the hyperfine fields
as a function of X.
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the magnetic moments of the iron atoms. b) An increase of the
exchange interactions intensity and consequently in the Curie
temperatures. Since the Mossbauer isomer shift is a direct
measure of the electronic charge density at the site of the
M6ssbauer isotope, a considerable variation of this hyperfine
parameter should be detectable if a variation of the magnetic
moments takes place22,23 .

It is evident from Table III that this is not our case, so
the increase of <H > must be attributed to an increase of the

fexchange interactions intensity and consequently in the Curie
24

temperatures
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MOSSBAUER SPECTROSCOPY OF THE Fe/Ni INTERFACE

E. Colombo, 0. Donzelli, G.B. Fratucello and
F. Ronconi

Dipartimento di Fisica, Universita' di Ferrara
via Paradiso 12, 1-44100 Ferrara, Italy

INTRODUCTION

The interfaces of magnetic thin films and multilayers
exhibit characteristic behaviours which are object of in-
creasing experimental as well as theoretical investigations.
A' least one of the component layers of these systems is
magnetic, usually iron; in Fe-Ni thin films both the
components are magnetic. Fe/Ni films grown in the fcc
structure differs from all the others system in that they
can exhibit the well known Invar anomalies of the
corresponding disordered alloys (Window, 1973). Thin fcc
NixFel-xalloy films have been studied in the whole range of
composition as well in the Invar region 0.32<x<0.39 (Dumpich
et al., 1987, 1988). Ultrathin fcc Fe-Ni films, prepared by
alternating the deposition of Fe and Ni, could exhibit Invar
behaviour if one takes in to account that interdiffusion can
occur during evaporation of Fe on Ni creating intermixing of
Ni atoms in Fe-rich regions and therefore Invar ultrathin
films. This possibility has been investigated by us
expecially by Conversion Electrons M6ssbauer Spectroscopy
(Colombo et al., 1987; Fratucello et al., 1989); the
Mossbauer Spectroscopy of the resonating 57-Fe isotope can
give valuable informations of different kinds of short-
range orders through the analysis of the distribution
function p(B) of the hypefine fields. Our CEMS results
suggest a layer by layer growth of fcc gamma-Fe on (ILI) Ni
and that interdiffusion is confined within two monolayers
ML. Contrary to alloy thin films our samples are near to the
ideal structure in which one ultrathin f.c.c. film of pure
gamma-Fe is interfaced with (Ill) f.c.c Ni: in this case the
influence of the magnetic properties of pure gamma-Fe in the
film should be taken in to account. We shall come back to
these subjects in this paper in which results obtained in
ultrathin Fe-Ni films will be shown and discussed.

EXPERIMENTAL

Fe-Ni films have been k oduced by thermal evaporation
in vacuum (10- 6 tor) by growing a Ni underlayer 1000 1% thick
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onto different substrates, mica and mylar, held at 300 0C or
at room temperature RT. Ni can pseudomorphically grow on
heated mica as (il1) coherent crystals containing growth
faults with grain size much larger than the film thickness
so that their influence on the magnetic properties is
expected to be negligible; on the other hand Ni films
deposited on mica at RT also show (111) texture but, owing
to reduced surface diffusion, they reproduce characteristic
surface defects of mica obtained by cleavage. On the
contrary Ni deposited on mylar at room temperature is
polycrystalline with crystal size of about 150 A (Colombo et
al., 1987); strains seem absent in this case while (111) Ni
layers on mica are strained because the oxigen atoms on mica
planes-form a pseudohexagonal lattice with distance of 2.65
A, 6% greater than the first nearest neighbors distance
equal to 2.49 A in bulk Ni (Fratucello et al., 1989).

The deposition of Fe-Ni bilayers follows the Ni

underlayer preparation: common growth condition for any
sample were deposition rate (1 A/s) and growth temperature
(25 'C); all the samples h-ve the same multilayer structure

obtained by alternating the deposition of one Fe film and
one Ni film five times at room temperature to avoid bulk
diffusion. The last Ni layer (overlayer) prevents the
oxidation of the Fe layer; after the underlayer preparation

some of the samples were simultaneously deposited, onto
different substrates, to make sure equal growth conditions.
Rate of growth and film thickness were measured in situ by
quartz oscillators.

RESULTS

In this work we shall discuss results, prepared
according to the above described process, having the
following structure:

A: mica/Ni underlayer at 300 'C / 5 A 57Fe/ 200 A Ni at RT

B: mica/Ni underlayer at 300 oC / 12 A 5SFe/ 5 A 57Fe
/ 200 A Ni at RT

C: mica/Ni underlayer at 300 'C / 6 A 56Fe/ 5 A 57 Fe
/ 6 A 5' Fe/ 200 A Ni at RT

D: mica/Ni underlayer at 25 'C / 12 A 56Fe/ 5 A 57Fe
/ 200 A Ni at RT

Sample B and D were simultaneously deposited onto Ni

underlayer to study the effect of the temperature on

substrate and underlayer; samples B, C and D all have the

same Fe total thickness of 17 A; the total thickness of the

samples is about 2000 A.
It has been shown that pure fcc (gamma-)Fe films, 15

thick, can be epitaxially grown onto (001) Ni single

crystals, without misfit dislocations and compressed to

match the Ni lattice constant (Matthews and Jesser, 1969).

We have suggested that ultrathin gamma-Fe films can also

grow onto (111) Ni films up to a thickness of 15-20 A. X-ray

diffraction patterns of our samples did not show the

presence of bcc phases; a single fcc phase appears

corresponding to the characteristic interplanar distance of

Ni (Colombo et al., 1987). As-prepared Fel-xNix alloy films

in the Invar region, 2000 A thick, exhibit two distinct

peaks corresponding to bcc and fcc phases in almost equal

210



proportion (Dumpich et al., 1987); the X-ray resolution
lower bound to reveal the presence of one different phase in
a crystalline matrix of atoms of nearly equal atomic weight
is 5%: we have taken in to account that this value
corresponds to Fe percent contribution in our samples.

CEMS spectra were obtained using a conventional
constant acceleration M6ssbauer spectrometer connected with
a 512 multichannel analyser; the cosine smearing if the
velocities was eliminated by folding double symmetric
spectra.

The sampling depth of this technique is about 2000 A.
equal to the total thickness of the samples.

Fits of the spectra were obtained using the Le Caer-
Dubois method (1979); the resulting hyperfine fields
distribution functions p(B) are shown in Fig.l.

DISCUSSION

The mean values of the hyperfine fields of the
distribution function p(B) in Fig. 2 are 26.1 T, 31.1 T,
31.8 T and 26.2 T for samples A, B, C and D respectively;
these values cannot be fitted into the usual curve of the
mean values of hyperfine fields in fcc FeNi alloys (see e.g.
Dumpich, 1988, Fig. 7). In fact a magnitude of about 24 T
should be expected in the Fe-rich invar region corresponding
to a possible situation of our films if they were strongly
intermixed; a better understanding can be obtained by the
distribution function p(B) of the hyperfine fields. Ullrich
and Hesse (1984) have shown that Invar alloys have a broad
hyperfine fields p(B); the analysis of their distribution
functions indicates a number of peeks corresponding, in the
framework of a magnetic model based on a Heisenberg
hamiltonian, to different numbe n of first nearest
neijhbours Fe atoms giving the maximum hf at n=9. Moreover
they pointed out that in their polarized gamma-rays
Mossbauer spectroscopy, in contrary to the usually presented
p(IBI) distributions (lik- in this work), the vector
character of the magnetic hf, and therefore its sign, was
considered and found antiparallel to the normal
ferromagnetic direction giving indirect evidence of the
existence of antiparallel Fe-moments even at room
temperature for n=ll,12 i.e. up ti, pure gamma-Fe
environments. On the other hand the p(B) functions in thin
as-prepared alloys Fe-Ni films (Dumpich et al., 1989) show
only one main peak at 33.5 T and a shoulder at 31.5 assigned
to the occ and fcc phase respectively; only after annealing
at 850 cK they observed again the typicdl broad
distribution of bulk Invar alloys.

Our sample A shows an intermediate behaviour because
its p(B) is not broad enough to be bulk-like nor sharp

enough to be assigned to a well defined short-range order

like the one suggested by Dumpich (1989); more than 70% -,f

this p(B) has a peak at B=30.1 T, 11% at 27.0 T and the
remaining part gives a tail in the low-fields region;
contrary to all the other samples whose Fe-thickness is 17
A, in this sample the Fe-thickness is 5 A, i.e. 2.5 ML.
Assuming interdiffusion confined within two ML and observing
that this sample has two Ni/Fe interfaces, we believe that
the behaviour of p(B) is due to the existence of different
short-range orders on both interfaces.

Sample B clearly shows high-spin states evidenced by
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the dominant peak (more than 91%) in the high-fields region;

even after the gaussian analysis of this peik we find the
main contribution at 34.0 T (63.9%) and a second
contribution at 30.4 T (27.6%). we assign the main
contribution to the Ni/Fe interface; sample D,
simultaneously grown with sample B, essentially shows the
same hf (33.7 T, 34.2%, 27.5 T, 44.2%) with a decrease of
the interface field contribution due to defects of the Ni
underlayer evaporated at RT in sample D instead of 300 *C
growth temperature of sample A substrate; the isomer shift
in samples B and D were found equal to about 0.020 mm/sec
and 0.030 mm/sec respectively giving further confirmation of
the existence of local environments different from the alfa-
Fe bcc phase.

Finally sample C shows one Zeeman sextet with hf
basically at 33.5 T; sample C has not Ni/Fe interfaces and
therefore the observed hf should be assigned to higly
susceptible and pure gamma-Fe in the magnetic environment of
the Ni multilayer structure.

CONCLUSIONS

The sharp peak of the distribution function of the
hyperfine fields p(B) of sample B and the fairly broad p(B)
of sample D, both simultaneously evaporated in the same

growth conditions (temperature, pressure, growth rate and
Fe/Ni multilayer structure) onto 1000 A (1i1) Ni underlayers

grown on mica at 300 °C and 25 °C respectively, give an
indirect evidence for a layer-by-layer growth of ultrathin

(17 A) fcc Fe films on (111) Ni of sample B in a nearly
perfect Fe/Ni interface having one hyperfine field equal to
34.0 T. The p(B) broadening of sample D shows that as the Ni
underlayer and mica substrate are rich of defects owing to

lower growth temperature, than more than one short-range
order is detected by Conversion Electrons M6ssbauer

Spectroscopy in the 2.5 ML of resonating 57Fe in the

interface region, and correspondingly different components
of the hyperfine fields; one of two component in the high-

field is again due to the Fe/Ni interface field near to a

second one at 27.8 T of about the same percent contribution.

The low-field contribution, not negligible (21.6 %) in

sample D, gives negative isomer shift (-0.130 mm/sec) in the

low-fields region and positive ( 0.020-0.030 mm/sec) in the

high-fields region.
The sharp peak at 33.5 T of the distribution p(B) of

sample C, not having Fe/Ni interfaces, suggests the

existence of a high-spin, highly susceptible fcc phase of

pure gamma-Fe in the magnetic environment of the Fe/Ni

multilayer structure of these samples.
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ANALYSIS OF AMORPHOUS DYSPROSIUM-TRANSITION METAL
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Z. S. Shan and D. J. Sellmyer
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ABSTRACT

A theoretical model has been developed recently to understand the magnetic
properties of compositionally-modulated films (CMF) or multilayers. In this paper,
the magnetization and anisotropy and their distributions in Dy/Co CMF along the
film normal are analyzed in terms of this model. Also this model is further checked by
measuring the temperature dependence of magnetic properties for Dy/Co CMF and
cntrasting the magnetic character between Dy/Ta and Dy/Co CMFs. It is found that
the calculated results are in good agreement with the experiments when the bilaver
thickness is small enough (< 16A).

INTRODUCTION

Compositionally-modulated films or multilayers have enjoyed more and more at-
tention in recent years for both the studies of interface magnetism and their promising
applications, such as perpendicular magnetic and magneto-optical recording. Ve have
developed a detailed model to understand the magnetization and anisotropy and their
distributions along the film normal"2 . In the present paper, the magnetic properties
of Dy/Co CMF are analyzed in terms of this model, and also this model is further
checked by measuring the temperature dependence of magnetic properties for Dy/Co
CMF and comparing the magnetic properties of Dy/Ta and Dy/Co CMFs.

MODEL ANALYSES

The basic idea of this model is to divide the RE/TM CMF into thin slices each
of which can be regarded as a two- dimensional amorphous film and thus the resultant
niagnetic properties are obtained by taking the average over the whole volume of the
CMF. In this model, a modified mean-fiel model is used to analyze the distributions
of magnetization including the total, rare earth(RE), and transition metal(TM) mag-
netizations, and a single-ion anisotropy model is used for analyzing the anisotropy.
Some results from this model are listed below without proof. A brief discussion of
the procedure for obtaining these results is given in Ref.[1] and the further details are
given in Ref.[2].

(A) The atomic distribution of constituents are sinusoidal for RE/TM CMF
(RE=Tb, Dy, and TM=Co, Fe) when the bilayer thickness A\ < 16A.

(B) The relationship between the intrinsic anisotropy K, the distributions of
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RE-subnetwork magnetization and constituent atoms can be expressed as

K.= < MR(z)
2 > A

= - (1)

for the CMF with thin layer thickness, where C is a constant and A is the peak-to-peak
compositional modulation of the constituents. < MRE(Z) 2 > is the statistical average
of RE-subnetwork magnetization squared over the whole sample and (A/A) the aver-
age gradient (or anisotropic distribution) of the constituent atoms.

Layer-Thickness Dependence of the Magnetization Distribution and Anisotropy

Figure 1 illustrates the distributions of Co atom and magnetizations, which in-
clude the total, Dy- and Co-subnetwork magnetizations, along the film normal. These
curves present a microscopic picture to understand the structure and magnetic be-
havior for Dy/Co CMF. Figure (la) shows: (1) The Co atomic distribution Cc, has
small fluctuations with Cco(mi n=0.50 and Cco(mc)=0.62 for 8ADy/3.5ACo; the nom-
inal layer thickness of Co is only about one monolayer and the interdiffusion between
Dy and Co atoms makes the distribution curve relatively flat. (2) We notice the mag-
netization in the central Dy region is zero because the Dyi-,CoC alloy is disordered
magnetically at room temperature as Coo < 55% 2. (3) In the central Co region the
magnetization of Dy-subnetwork, not the Co-subnetwork, dominates. This behavior
follows since Cco(max:) is only 62% and the Dy-subnetwork has much larger magnetic
moments (gJ=7.3) than that of Co-subnetwork (gJ=1.5) ' . Figure (lb) shows: (1)
Compared with SADy/3.5ACo, the Co atom distribution of 8ADy/8ACo has rela-
tively large fluctuations with Cc.o(,i)=0.62 and Cco(.a.)=0.81. (2) The magnetization
of Dy- and Co-subnetworks dominates in their own regions, respectively, and at the
nominal boundary they are compensated nearly. The magnetic state of this sample is
near the compensation point with small total magnetization. (3) Compared with Fig.
(la) where the Dy-subnetwork magnetization is disordered in the central Dy region,
both Dy- and Co-subnetwork magnetizations are ordered in the central Dy region.
The reason is that Cco 0.62 there, and the exchange interactions between Co- and
the Dy-subnetworks make both subnetworks ordered-and Dy moment dominates for
its much larger gJ value as pointed out before.

Equation (1) indicates that the intrinsic anisotropy K,, can be calculated if the
magnetization distribution of the RE-subnetwork and the amplitude of the compo-
sitional modulation are determined. We take 8ADy/XA'Co(X=3.5,6, 8, 10) as an
example and the MDy(z) and A value can be found from Fig. (la) and (lb) for
8ADy/3.5AtCo and 8ADy/8ACo. The intrinsic anisotropy K. is fitted to the experi-
mental data with as an adjustable parameter and the result is shown in Fig. 2. The
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Fig. 1. The distributions of Co atoms and magnetizations
for 8ADy/3.5ACo (a) and 8ADy/8ACo (b).

216



following features should be pointed out: (1) The agreement between the experimental
data and calculated results is very good. (2) The rapid fall of K. as Co layer thick-
ness approaches 3.5 A1 is because the Dy-subnetwork magnetization is disordered in the
central Dy region and A value decreases as the Co layer becomes thinner as shown in
Fig. (la). The decrease of K, as the Co layer thickness goes to 10A is because both
the Dy-subnetwork magnetization and (A/.) value decrease as the Co layer thickness
becomes thicker. (3) The fitted value of -- 4.7 x 10-'cm leads to an average value
of the single-ion anisotropy parameter D - 2.2 x 10-17erg which is very close to what
has been found for GADy/XACo CMF in Refb.[1, 2].

Many efforts have been made to investigate the magnetic anisotropy and its origin
in the thin films. Often, three sources of anisotropy are suggested to be the candidates
for PMA: these include dipolar-interaction, single-ion anisotropy and stress-induced
"or magnetostrictive" anisotropy. Reference[2] gives a detailed analysis and concludes
that the single-ion anisotropy of the RE ions with orbital angular momentum is the
main origin of PMA. The good agreement between the experimental and calculated
results for 8ADy/X§ICo confirms once again that this conclusion is correct. To further
test this model, the temperature dependence of PMA and the comparison of magnetic
properties between Dy/Ta and Dy/Co CMFs are presented below.

Temperature Dependence of Magnetic Properties

Figure 3 shows the magnetic properties for YADy/6ACo (Y=3.5, 5, 8, 11, 14) at
300 K and 4.2 K. It is seen clearly: (1) The intrinsic anisotropy K,. is much larger at
4.2 K than at 300 K. For example, the maximum K. is about 1.4 x lOTerg/crn3 at 4.2
K and only 2 x 106erg/cm3 at 300 K. This is attributed to the fact that the single-
ion anisotropy of Dy ion is proportional to its magnetization squared which is well
ordered at 4.2 K. (2) Both at 4.2 K and 300 K, sample 5ADy/6ACo. whose individual
layer thickness of Dy and Co are about 2-atomic layers, has the maximum values of
anisotropy. This feature can be understood in terms of Eq. (1): the individual layer
thickness of about 2-atomic layers may show the largest anisotropic distribution of
constituent atoms, i.e. the largest value of (A/A). (3) We notice that at the com-
pensation points where the total magnetization =0 at 300 K or 4.2 K, the intrinsic
anisotropy K. has a rather large value. This implies that not the total magnetization.
but the Dy-subnetwork magnetization gives the major contribution to the anisotropy.
All these three points are explained by our model reasonably.

Comparison of the Magnetic Properties between Dy/Ta and Dy/Co CMFs

Equation (1) shows that the intrinsic anisotropy is proportional to < AIRE(z) 2 >
and (A/A). More detailed analysis indicates that the region near the nominal bound-
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Fig. 2. A comparison between the Fig. 3. Anisotropy and magnetiza-
calculated and experimental tion for YADy/6ACo (X=3.5, 5,
anisotropy for 8ADy/XACo 8, 10) at 300 K and 4.2 K.
(X=3.5, 6, 8, 10).
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ary may give the major contribution to the anisotropy because the distribution of
constituent atoms has the maximum anisotropic character there. However, if the value
of Dy-subnetwork magnetization is small, this region will not contribute to the anisot-
ropy appreciably. Samples of Dy/Ta and Dy/Co were prepared to test this behavior.

An example of hysteresis loops for YADy/6ACo (Y=3.5, 5) and YADy/6.lTa
(Y=3.5, 5.25) at 4.2 K are shown in Fig. (4a) and (4b), respectively. The follow-
ing features should be noticed: (1) Sample 5ADy/6ACo exhibits larger total mag-
netization than that of 5.25A/6ATa. Since Ta is nonmagnetic, the total magnetiza-
tion of 5.25ADy/6ATa is determined uniquely by the Dy-subnctwork. However, for
5ADy/6ACo the Dy- and Co-subnetwork magnetizations are coupled antiferromagnct-
ically and Dy-subnetwork magnetization dominates. Thus the Dy-subnetwork mag-
netization is the sum of the total and Co-subnetwork magnetization. Consequently
the Dy-magnetization of 5ADy/6ACo is much larger than that of 5.25ADy/GA.Ta.
(2) YADy/6ACo samples exhibit much larger perpendicular anisotropy than that of
YADy/6ATa. The reason is twofold: First, the Dy-subnetwork magnetization of
Dy/Co CMF is much large than that of Dy/Ta CMF as nentioned above; Second,
the Ta is nonmagnetic an thus the Dy-subnetwork magnetization near the nominal
boundary region is very small (or zero). Consequently there is no appreciable contri-
bution of anisotropy from this region. In the central Dy region, the Dy-subnetwork
magnetization may be larger, but the anisotropic distribution of constituent atoms
is very weak and thus contribution of anisotropy from this region also is small. (3)
Compared with 3.5ADy/6ATa, sample 5.25ADy/6ATa shows a little stronger perpen-
dicular anisotropy. This is because that 5.25ADy/6ATa sample has the individual
layer thickness of about 2-atomic layers.

SUMMARY

In summary, the results from model analysis agree with experiments reasonably
well. The experimental data only show the magnetic properties resulting from a st atis-
tical average over the whole sample; however, the model analysis may offer information
about the microm-ignetic structure. The control of the micromagnetic structure may
find important applications in various magnetic or magneto-optic data-storage tech-
nologies.

~43 u2.

3.5ADy M 25.1

-80 0 +80 -50 0 +50
H (k Oe)

FiF;. 4. A comparison of hysteresis loops betweenYADy/6ACo and Y.SDy/6ATa.
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TRANSPORT PROPERTIES OF THIN METALLIC

FILMS AND MULTILAYERS

A. FERT

Laboratoire de Physique des Solides, Universit6 Paris-Sud
91405 Orsay Cedex, France

INTRODUCTION

The problem of electron transport in thin metallic films is an old one. The
Fuchs-Sondheimer semi-classical theory [1,2] was worked out fifty years ago and the
influence of the electron scattering by surfaces on the conductivity of thin films was
extensively investigated in the fifties and sixties. A good report on this early stage of the
transport properties of thin films is the review paper by Maissel [3] in 1970. The recent
progresses of the growth techniques has revived the subject. Data on well characterized
ultrathin films have shown the drawbacks of the semi-classical models and led to the
development of quantum theories. Also the interplay between electron transport and magnetic
properties in magnetic multilayers begins to be extensively investigated. In this article, first we
present the Fuchs-Sondheimer theory of the conductivity of thin films and related
experiments. Then we proceed to the recently developed quantum mechanical models, to the
electron transport in multilayers, and finally to the case of magnetic multilayers.

FUCHS-SONDHEIMER SEMI-CLASSICAL THEORY OF THE RESISTIVITY OF THIN
FILMS

The Fuchs-Sondheimer model [1,2] is based on the Boltzmann equation [4]:

e E.gradv [f0(v)] = Ig(v,r) + v.gradr [g(v,r)] (1)
m It

where g is the departure of the distribution function of the electron gas f(v,r) from the
Fermi-Dirac equilibrium distribution, i.e:

g(v,r) = f(v,r) - f(0 )(v) (2)

with:

f(O)(v) = 1 (3)
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Ev = -fmV

E is the electric field and r is the relaxation time supposed to be a function of v only. Eq. 1
means that the change of g(v,r) due to the acceleration of the electrons by the electric field E
is balanced by the change due to scattering expressed by the term g/'c and the change due to
diffusion which tends to make the distribution uniform. For a bulk metal , g is uniform,
gradr[g] = 0, and the standard solution is:

g~v) = --- gradv If((v)]= etE.v f(0) (4)

Eq.4 means that the Fermi surface is shifted in k-space by eEt(vF)Af in the opposite direction
to E.The current density is proportional to this shift,

ne 2'r(vF)E

m

We now consider the case of a metallic film of thickness d. The z-axis is perpendicular to the
plane of the film and the current is supposed to be in the x direction. Due to the diffuse part
of the scattering by the surfaces the current density will generally be smaller near the
surfaces. This means that g depends on z and that the diffusion term in Eq. 1 does not vanish.
Eq. 1 is written as:

eE a f(° (v) = g(v'z) + (5)
mv z av. 'r v z

The general solution of Eq.5 is of the form:

g(v,z) = erE.v °I1 + F(v)exp( -) (6)
ae, I vzj

where F(v) is an arbitrary function of v to be determined by introducing appropriate boundary
conditions.

The simplest assumption for the boundary conditions is to suppose that the scattering at
the surfaces is entirely diffuse. The distribution function of the electrons leaving a surface
must be independent of the direction of v. Eq.6 shows that this can be satisfied only if we
choose F(v) so that g(vO) =0 for all v having vz>0 and g(v,d) =0 for all v having vz<0.

1

---- - --d- -z=

x

Fig.L. Thin film geometry.
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0 z d

Fig. 2. Variation of the mean value of the electron velocity component along
the field direction as a function of z for the electrons with vz > 0 and
vz < 0 respectively.

There are therefore two functions g: g+ for electrons with v,>0 and g- for electrons with vz<0:

g+(v,z) = etE.v 0)(v) [I - exp( -z )] (7)

g-(v,z) = eTE.v a f (0) (- !- ) I1- exp(d-z)

[ rvJ

With such expressions for g,the mean value of the velocity component along the field
direction varies as ( 1 - exp (-z/vz)) and { 1 - exp [(d - z) /CVz] } for the electrons with vz > 0
and vz < 0 respectively, as shown in Fig.2.

The current carried by the film is given by an expression of the form:

J - J ev, g(v,z) d 3 dz (8)

to be compared to the current in an equivalent slab of the bulk metal:

J0 - f e vx gB(v) d 3v dz (9)

where gB is expressed by Eq.4. Resorting to polar coordinates:

v z = v cose , v X = v sinO coso

d v = - dEv sine d~do
m

one derives the ratio of conductivity of the film to that of the bulk metal:

-= J (10)
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where X. = Ur. is Cie mean free path of the electrons in the bulk metal. After integrating over z
and 0 ofle obtains:

-I ( !f - exp(-kt )]dt(1
(0 2k t 3- 5

where t = 1/cosO,k d/kI = thickness/mean free path. Approximations can be made for large
and small k:

-=I- for k=>A (12)
GO k8k

-Y = 3k ( iI-+0.423) for k =-d<< (13)
GO 4 k X

It is also useful to derive expressions of the resistivity as a function of d and X. With
po=mvF/ne2 k, Eq.12-13 are written as:

P = 2V 1 +- for X <d (14)
ne [

= MVF [ 1 1 for X >d (15)
3ne 2

d (In + 0.423)

which gives the behavior shown in Fig.3.

d

--------------- 
7y

d=A d

Fig.3. The Fuchs-Sondheimer resistivity as a function of the film thickness d
(at fixed X) .
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The limit X<<d is clearly understood: there is a simple addition of scattering rates
proportional to 1/l and to l/d arising from background and surface scattering respectively. In
the limit X>>d the result of the Fuchs-Sondeimer theory is puzzling as p tends to zero when
the background scattering vanishes ( i.e when .--- ) at fixed d. This seems unphysical: for d
fixed at a finite value one would rather expect a finite surface scattering and therefore a finite
residual surface resistivity. As a matter of fact the assumption of classical point electrons
makes the Fuchs-Sondheimer theory incorrect in the limit X--oo. Electrons with velocities
almost parallel to the surfaces ( vj/v <<1) can propagate with a vanishingly small surface
scattering; more precisely, for electrons with dA < v,/v <<1, Eq.7 indicates that the function
g is proportional to:

z zv dv
1 -exp(-z) =1- exp( z  )_- (16)

TvZ XvZ XvZ
By integrating g over a=vz/v down to d/X we do obtain a current density diverging as In(X).
We shall see later that, in quantum mechanical models, this divergence of the conductivity for
X--*oo disappears and the resistivity remains finite for finite d. This is because the quantum
mechanical zero point motion excludes momentum states confined in a plane parallel to the
surfaces.

Up to now we have considered the case with only diffuse scattering by the surfaces.
The opposite case is that with only specular reflections at the surfaces. Specular reflections do
not change the component of the velocity along the current direction and does not contribute to
the resistivity. In the intermediate case, if one assumes that a fraction p of the electrons are
speculary reflected while the fraction (l-p) is scattered, calculations similar to those presented
above for the case p--0 lead to:

a0 -8----- for k =- >>1 (17)

10 8k X
instead of Eq. 12 and

= 3 (I + 2p)( I I-+ 0.423 ) for k = -, p <<I (18)

instead of Eq. 13. We see that the contribution from the surfaces decreases progressively to
zero as p increases. Fig.4 shows a plot of P0pO versus k for several values of p.

p=O

4

0.,

i.0

01 1 10
K

Fig.4. Ratio of the resistivity to the bulk metal resistivity as a function of
k=d/?, for several values of the proportion of specular reflection.
From Campbell.[5]
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Finally we summarize the results of the Fuchs-Sondheimer theory for the temperature
dependence of the resistivity of thin films. The temperature dependent phonon scattering
enhances the background scattering (and therefore reduces X), which finally reduces the
coefficient r1=1/pDP/,T with respect to its value in the bulk material a0 .

( - 13(- for k>>I (19)8k

cc I
- for k << 1 (20)

a0 In (k) + 0.423

APPLICATION OF THE FUCHS-SONDHEIMER THEORY TO THIN FILMS

The experimental verification of the predictions of the Fuchs-Sondheimer theory is not
as straightforward as might be expected. This is due to the difficulties in preparing clean films
with well characterized surfaces and to additional effects we will discuss later.

Fig.5 shows an example of good fit between theoretical predictions and experimental
results on a Sn film [6]. A good agreement has also been obtained in extensive studies on
alkali metal films[3]. However, even when there is a good agreement for relatively thick
films, it often deteriorates at small values of k = d/k (say below k - 10-1 ), as will be
discussed later. In most films the best agreement is generally obtained for p = 0, that is for
completely diffuse scattering at the surfaces. However certain metals such as Pb, Ag and Au
have values of p very close to 1, provided they have received a suitable annealing treatment.
A typical behavior for "specular films" of gold with p close to 1 is shown in Fig.6.The
deposition of a gold overlayer causes initially an increase of their resistari.e that is attributed to
surface roughening.On the contrary,for "non-specula. films",one observes the normal
decrease of the resistance due to the increase of the film thickness. Resistivity measurements
can be used to probe the surface roughness.The data of Fig.7 show that,for a copper
overlayer deposited on copper,the resistivity increases for a deposition at 80K and decreases
for a deposition at 300K.This clearly establishes that the surface of the overlayer is rougher
for the lower temperature of deposition.For layer by layer epitaxial growth, it turns out that p
is maximum when a layer has just been completed. Fig.8 shows typical oscillations of the
resistivity observed in these conditions [9].

-3.0-

-3.5-

-4.0 1 j -2 -1

Fig.5. Log-log plot of the resistivity of Sn films at 38K versus the film
thickness. The solid line is the variation predicted by the
Fuchs-Sondheimer theory with p--O. From Andrew [6].
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ANGSTROMS

0-9
0 tO 20 30 40 50

THICKNESS Of SUPERIMPOED GOLD

Fig.6. Change in resistance of gold films as a function of the thickness of a
surimposed gold layer for "specular films" and a "non-specular film".
The "non-specular" film is obtained by deposition on bismuth oxyde
and its high resistivity can be ascribed to diffuse scattering by its rough
surface. The "specular films" are obtained by annealing "non-specular
films" and their low resistivity approaches that of the bulk metal,
which is the signature of flat surfaces and specular reflections. The
deposition of a gold overlayer on the "specular films" causes initially
an increase of resistance that is attributed to a surface roughening and a
larger fraction of diffuse scattering. With further deposition of Au the
resistance begins to decrease as the roughness reaches a maximum
while the thickness of the conduction path is increased. The thickness
of all the initial films is around 100 A. From Lucas [8].

1.08
T T= 80 K

a 1.04-

1 1.00

0. 0.4. 0.8 1.2 1.6 2.0

Thickness of cover layer (nm)

Fig.7. Change in resistance of a copper film prepared at 300K during coating
with copper at 300 and 80K.From Jacob et al.[7].
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Fig.8. Oscillations of the resistivity of an annealed gold film as a function of
the thickness of a surimposed gold layer. In contrast to the progressive
increase in Figs. 6 and 7, the oscillations of the present case are
characteristic of a layer by layer growth . The resistivity minima can be
attributed to minima in the roughness for an integer number of atomic
layers. From Chauvineau and Pariset [9].

There are several additional effects which also contribute to the thickness dependence of
the resistivity. In polycrystalline films the most important of these effects arises from the
thickness dependence of the gain size. An extension of the Fuchs-Sondheimer theory taking
into account the grain boundary scattering (with some assumptions on the thickness
dependence of the grain size) has been worked out by Mayadas and Shatzkes [11] and applied
to many experimental results.

15

c 10

I-

5, p= 0.3

p=0.6

0 10 20 30 40 so 60
CoSi 2 FILM THICKNESS d (nm)

Fig.9. Low temperature residual resistivity of CoSi 2 single crystal films
grown on Si(1 11) as a function of the film thickness. The thin lines
refer to the Fuchs-Sondheimer calculations for different values of the
parameter p. From Badoz et al. [10].
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Neverthless, even when these additional effects are taken into account, there are
systematic departures from the theoretical predictions at small values of the parameter k=d/k.
In recent years the progress of the epitaxy techniques have enabled very thin single crystal
films with long mean free path to be prepared and the departure from the Fuchs-Sondheimer
theory in the regime d/A<<l to be studied. An example of experimental results obtained by
Badoz et al. [11] on CoSi2 is shown in Fig.9. The sharp upturn of the resistivity at small
thickness cannot be fitted with the Fuchs-Sondheimer expressions and has been accounted for
by recently developed quantum mechanical models. These models are described in the next
paragraph.

QUANTUM MECHANICAL MODELS OF THE RESISTIVITY OF THIN FILMS

Full quantum mechanical treatments of conduction in thin films have recently been
worked out by Tesanovic et al. [12] and Fishman and Calecki [13]. We describe the model of
Fishman and Calecki. Its starting point is the following Hamiltonian for electrons (or holes) in
an ideal film with perfectly plane surfaces.

H0= P + VfY(z -Id) +Y( z -dI] (21)

where Y(z) is the step function and V is the potential height outside the well for z>d/2 and
z<-d/2. The quantization of the energy associated with the motion along the z axis gives rise to
sub-bands and the energy in the sub-band v is written as:

E v k = E v +2k 2/2m (22)

where k is a two-dimensional wave vector in the plane parallel to the surfaces. If the surface at
z=d/2, for example, is rough, its equation becomes:

z = d/2 + f( p) (23)

where p is a two-dimensional vector in the (x,y) plane ( f(p)<<d) and the scattering potential
induced by the roughness is written as:

U=V z-A-f(p) (z- d -Vf(p)(z- d (24)

U is the only scattering potential in the model. There is no additionnal background scattering
(in the notation of Fuchs-Sondheimer X=oo), so that the model is implicitely worked out for
the case X/d>>l. In particular the model cannot describe the situation with the non-uniform
current density occuring in the Fuchs-Sondheimer theory for X/d<l. Thus, whereas the
Fuchs-Sondheimer theory is relevant for relatively dirty systems, the Fishman-Calecki model
is appropriate to describe very thin-high purity samples for which the Fuchs-Sondheimer
theory is inadequate.

We now summarize the results obtained by calculating the scattering of the eigenstates
of H0, Eq.21, by the roughness potential U, Eq.24. The simplest results are obtained in the
limit 4k1<1 where k, is of the order of magnitude of the wave vector at the Fermi level and
is the correlation length of the roughness function f(p) (for metallic films the condition k1 51
is obeyed if the surface profile is rough at the atomic scale). We first consider the case of a
metal for which the number of occupied sub-bands N is very large. In this case the thickness
dependence of the resistivity calculated by Fishman and Calecki [3] is written:
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P 1 - 6 x (25)
d2 2A (3 n 1)

This expression, for 10,A<d<200A and n=3x1022cm -3 is equivalent to p-d-2-1. The
experimental thickness dependence of the resistivity for the metallic films in the limit d<< is
in much better agreement with p-d -a , a x< 2 predicted by the quantum mechanical models
than with the variation p-d-1 of the Fuchs-Sondheimer theory. For Co Si2 thin films Badoz et
al [10] derive (x = 2.3. Fig. 10 shows the good agreement obtained by Fishman and Calecki
between their calculation (solid line) and the experimental results of Badoz et al on CoSi2 . The
best fit is obtained with 4 = 2 A for the correlation length of the roughness function, A = 4 A
for the root mean square of the height of the bumps on the surface and n = 3 x 1022cm-3 for
the electron density.

In the opposite limit, for N = i (one occupied subband), a variation of p as d-6 is found
in the model of Fishman and Calecki. This is a well known limit for bi-dimensional
semiconductors. For metals, N can be a relatively small integer only in films composed of a
few ML. In this thickness range the variation of the resistiv ity as a function of the thickness is
expected to show oscillations correlated with the change of N between integer values and
superimposed to a crossover from a=2.1 to a = 6. To our knowledge such quantum size
effects have never been observed up to now.
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Fig. 10. Low temperature inverse residual resistivity a(d) = [p(d) - p(-)]-I as a
function of the film thickness d for two CoSi2 samples. Symbols :
experimental results of Badoz et al.[10). Solid line : best fit between
the data and the Fishman-Calecki model [13].
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iLLECT'I'RON TRANSPORT IN MULTILAYERS

The theoretical models developed to describe the resistivity of multilayers are extensions
of the Fuchs-Sondheimer theory for thin films. The simplest and most convenient model has
been worked out by Cprcia and Suna [ 141. These authors introduce a probability p of coherent
passage across an interface which is equivalent to the probability p of specular reflection in the
Fuchs-Sondheimer theory. The probability of diffuse scattering at the interface is 1-p ( this
implies that the probability of specular reflection is zero). The calculation is similar to that
described in 1: the functions g+(z) and g-(z), because of the interface scattering, have a
minimum at the interfaces (g--O at the interface if p=O) and vary exponentially inside the
layers. The total current is obtained by integrating g over z, and Carcia and Suna 114] find for
the conductivity of the multilayer:

o(dl+d2 )=dl 1o+d 2o 2+[(X20 1 lXIo2)p-X 101 -X221 I - (1-p2)[O1)1lJ 1+O2X2J2] (26)

where d, and d2 are the layer thiknesses, C 1, o2 and X1, X2 are the conductivities and mean
free paths of the two metals, and:

3 g (1-g (I - el) eJ - B (i-p p2 1e2)

J = -o dg- (I 2 ee (27)(1 - p ete 2)

3 gX (l- (I - e2)e lJ2 =  f- d gX - p2 e e2.)

with ej = exp( - d/N-)

It is easy to check that these expressions of the conductivity bears a ressemblance with the
expressions of the Fuchs-Sondheimer theory. For example, for 01=02=0 o, XI=2=X, p--O
one obtains for s exactly Eq. 11, as expected for the situation of independent thin films of
thickness d and mean free path X. The limit k=d/'L>>1 again gives the typical variation of the
resistivity as d-t, Eq. 14 :

,, [ 1 + 3/8 d ](28)

When p is different from 1, the contribution from the interfaces to the resistivity
decreases and, in addition, there is some averaging of the relaxation rates in the two metals. In
the limit t,X 2> >d t ,d2 the current is uniform and there is complete averaging of the relaxation
rates due to interface scattering and to background scattering in the metals 1 and 2.

A more sophisticated model has been developed by Dimmich [151. This model
introduces different parameters Pt and P2, where P, (P2) is for the passage from metal 1 (2) to
metal 2 (1), and takes into account the scattering by grain boundaries in polycrystalline films.
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Fig. 11. Resistivity at 77 K of Pd/Au multilayers as a function of the
multilayer periodicity. The solid curve is calculated from Eqs 26
and 27 with p--O. From Carcia and Suna [14].

There are few experimental results on the resistivity of metallic multilayers. In Fig. 11
we show the thickness dependence of the resistivity of Pd/Au multilayers at 77 k; a
satisfactory fit is obtained by calculating the resistivity from Eq. 26 and 27 with p = 0. At
room temperature it is necessary to introduce some coherent transmission (p i 0) to account
for the experimental results [15]. The experimental results are too few and more extensive data
are needed for a better insight into the physics of the electron transport in metallic multilayers.

Finally, as in thin films, quantum size effects are expected in multilayers as well. In a
superlattice with a periodicity of n atomic planes, the Brillouin zone is reduced by a factor n in
the perpendicular direction to the layers. This leads to folded dispersion curves of the
electrons and to (small) gaps in the conduction band. For metallic multilayers with layer
thicknesses in the ML range (and very well defined interfaces) the resulting oscillations of the
resistivity as a function of the layer thickness could possibly be detected, especially in the
perpendicular direction.

TRANSPORT PROPERTIES OF MAGNETIC FILMS AND MULTILAYERS

The magnetic thin films and multilayers present specific effects that are related to the
interplay between electron transport and magnetism. First the transport measurements are a
convenient tool to follow the field dependence of the magnetization, through the Hall effect
and the magnetoresistance [16]. In addition the giant magnetoresistance of the magnetic
multilayers is an interesting specific effect that we will describe in some detail.The first
example of this giant magnetoresistance was found in Fe/Cr superlattices by Baibich et al.[71.
Typical results are shown in Fig.2.This magnetoresistance is associated with the existence of
antiferromagnetic exchange coupling between the Fe layers accross the Cr layers (the Cr
layers are non-magnetic or weakly magnetic). At zero field the magnetizations of neighbor Fe
layers are antiparallel and the resistivity has its maximum value.By aligning the magnetizations
of all the layers with an applied fieldone reduces the resistivity.In Fig.12 the reductiop factor
is almost two for the sample having the thinnest Cr layers.When the Cr thickness is
increased,the magnetoresistance decreases steeply. The dependence on the thickness of Fe is
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Fig. 12. Magnetoresistance of Fe/Cr superlattices at 4.2K. H$is the saturation
field needed to align the magnetic moments of the iron layers. From
Baibich et al.L 171.
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Fig. 13. Maximum magnetoresistance as a function of the thickness of Ru for
(Co 20 A/Ru ) multilayers. The multilayers are prepared by sputtering
on Si(1 11) substrates at temperatures of 400C (s),1250 C () and 200*C (
From Parkcin et al.[19].
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less pronounced. As the temperature increases, the magnetoresistance decreases but is still
very large at room temperature (around 20% in some samples). This is of interest for
applications to magnetoresistive sensors.

Similar results have also been obtained for Fe/Cr multilayered structures by Binasch et
al.[ 191, Krebs et al.[201, Parkin et al.[211, Araki et al,[221.

The giant magnetoresistance of the Fe/Cr multilayers has been ascribed to spin
dependent scattering by the interfaces or, alternatively, by impurities or defects within the
Fe layers [ 17, 23-251. This spin dependence is related to the spin dependence observed for
impurity scattering in ferromagnetic metals such as Ni, Fe or Co [26]. In these metals there is
no spin-flip scattering at T<<Tc (because the main spin-flip scattering mechanism is via
exchange interaction between the s carriers and the d electrons, that is, through creation or
annihilation of spin waves),so that the current is carried by the spin T and spin "T- electrons in
two independent channels. This is the "two-current model." [26] The two currents can be very
different because certain transition metal impurities scatter the spin T and spin 4 electrons
very differently. This is due to combined effects involving the spin splitting of the host d
band, the spin splitting of the impurity d levels and the different hybridization between the
host and impurity d states for the spin T and spin 4 directions. For example, Cr impurities in
Fe scatter much more strongly the spin T electrons, which results in a ratio of 6 between the
resistivities of the spin T and spin I channels, r = p 1 / p 4 - 6 [28].

To describe the mechanism of the magnetoresistance in the simplest way, we first
consider the following limit : (i) electron mean free path X much larger than the layer
thickness, (ii) non-spin-flip scattering, that is, T << Tc. For H > Hs the magnetizations of all
the Fe layers are parallel, there is a spin direction that is less scattered at all the interfaces and
the resulting short-circuit effect gives a low resistivity ,Po = pI'p/(pT + pl) where pT and
pi are the resistivity in the spin T and spin I channels. In contrast, for H = 0, an electron
with a given spin is alternately weakly and strongly scattered, which leads to an average value
of the resistivity, P1 = (pT + pl)/4. The resistivity drop from plto Po during the
magnetization of the sample can be large if pr and p4 are very different.

No-, suppose that the thickness of Cr, ter increases and becomes larger than the mean
free path X. From the general properties of the Boltzmann equation, the perturbation of the
electron distribution function cannot extend farther than X. For tCr >> X, there will be an
electron layer of thickness ? around each interface affected by the scattering at this interface
but completely independent of the magnetization at the other interfaces. The magnetoresistance
will vanish as exp (- tcr / X*) (with .* of the order of magnitude of X) [221, which explains
the dependence on tCr.

The magnetoresistance is also expected to decrease as the temperature increases. This is
first because the collisions with spin waves will tend to equalize the spin T and spin 4
currents, secondly because the reduction of Xincreases tCr/ X.

Several theoretical treatments of the magnetoresistance arising from spin dependent
scattering in magnetic multilayers have been worked out. The model of Camley and Barnas
[231 is based on a semi-classical approach of the Fuch-Sondheiner type and proposes a
numerical calculation of the magnetoresistance. The model of Ref. [24] is also semi-classical
and gives analytical expressions of the magnetoresistance for some simple cases. The model
of Levy and coworkers [251 is based on a quantum mechanical treatement. Typical thickness
dependences predicted by this model are shown in Fig. 14.

Large magnetoresistance effects have also been found in other multilayered structures.
The Co/Ru system is similar to Fe/Cr, with the same type of antiferromagnetic interlayer
coupling but smaller magnetoresistance effects [19]. Like in Fe/Cr where the
magnetoresistance depens strongly on the thickness of Cr, the magnetoresistance decreases
steeply when the thickness of Ru increases,see Fig.13. In addition one remarks that the
magnetoresistance almost disappears for thicknesses of Ru around 13 and 34 A,which is
probably due to a crossover from antiferromagnetic to ferromagnetic interlayer coupling in
these thickness ranges [21].
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Fig. 14.Calculated curves and experimental data for the dependence of the
magnetoresistance of (Fe, tFe / CrtCr) multilayers as a function of the
thickness of Fe (for tCr = 12,A) and as a function of the thickness of Cr
(for tFe =30 A). R is the ratio of the maximum resistivity change to the
maximum resistivity and is calculated in the model of Levy et al. [23].
The experimental data are from Ref. [21].
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Fig. 15. Magnetoresistance of a 6x(Co5A/Ag6OA/Co6OA/Ag6OA) multilayer at

4.2K [31].

235



The case of Au/Co,Ag/Co and Cu/Co multilayered structures is different [27-31]. The
antiparallel alignment enhancing the resistivity is not obtained by antiferromagnetic interlayer
exchange but by some difference in the coercivities of the odd and even layers. The
magnetization reversal does not occur at the same field in neighbor Co layers and there is a
field range with some degree of disorder in the magnetizations of neighbor Fe layers. The
difference in the coercivity of the neighor layers is obtained by different thicknesses [28,301
or different crystal structures [27,31]. As a matter of fact, even without any difference
between the odd and even layers, there is still some degree of antiparallel alignment and a peak
of magnetoresistance during the magnetization reversal [29,311. Interesting results, with a
relatively large magnetoresistance at very small fields have been also obtained in multilayers
based on permalloy and Co. In the work of Dieny et al.[30] on NiFe/Cu /NiFe structures, one
of the Ni Fe layers is pinned by an overlayer of FeMn, while the magnetization of the second
NiFe layer rotates freely. In the work of Shinjo et al [311 on NiFe/Au/Co structures, the
magnetization of the NiFe layer can be reversed at a much smaller field than that of the Co
layer (a MR of 10% at Room Temperature has been obtained in these structures) . In Fig. 15
we show the large magnetoresistance (20% at 4.2K) recently found in Ag/Co multilayers
having different thicknesses for the odd and even layers of Co [321.
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MICROMAGNETICS OF I.ONGITIIINAI. RICORDING MEDIA
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INTROI)UCTION

Future needs in high density magnetic storage devices require increases both in
linear and track densities. The latest 1 Gigabit per square inch areal density for
longitudinal media demonstrated by IBM 1 has reduced tile bit size to dimensions
comparable to the characteristic micromagnetic length scales of todays media.
Improvement or extension of tile current recording limits requires detailed knowledge
of micromagnetics and their manipulation or tailoring through the microstructure of the
utilized magnetic thin films.

The recent interest in micromagnetics of "hard" magnetic materials in the recording
industry was a result of the use of metal thin-film longitudinal media as a substitute for
particulate oxide media for high density recording applications. While cobalt based
alloyed thin film media demonstrated clear advantages in a number of areas such as:
thickness uniformity, saturation magnetization, squareness, coercivity range, resolution,
processing, etc., they %Ncre shown to demonstrate inferior noise performance in
comparison to oxide particulate media or sputtered y-Fc 20. 2 . The frequency
dependence of noise indicated that the measured media noise was associated with the
transitions and was speculated to arise from fluctuations in the zig-zag transitions
between adjacent recorded bits. Further recording studies by Y.S. Tang and F.
Yarmchuck .1 showed a correlation between the media noise and transition peak jitter.
An early investigation of written transitions recorded on a series of cobalt based alloys
using Lorentz microscopy by Alexopoulos et. al.4 showed that the domain wall
structures observed in the transition zones are more complex than previously assumed
in tile literature and contain not only ( 180' walls) zig-zags but also vortex structures and
intermediate states between the two.

Effort has been made by a number of investigators to quantify the micromagnetic
structures of written bits by a set of parameters that can eventually be correlated to
material microstructural parameters and functional performance. These efforts are
accompanied by parallel efforts in the development of modelling using large scale
numerical micromagnetic simulations. This paper presents a short review of the
micromagnetic quantification and simulation studies of' thin film magnetic materials
performed by the authors at the IBM Almaden Research (enter.

MAGNFIIC CHARACTERIZATION OF THIN FILMS

The magnetic characterization of thin film magnetic media can be performed at
different levels: functional performance, macromagnetic, and micromagnetic. The
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Figure 1. Signal-to-Noise Ratio of ('oPtCr and C(Pt thin films.

functional performance characterization determines relevant recording parameters such
as media signal and noise, overwrite modulation, soft and hard errors and rates, etc.

The macromagnetic characterization techniques include: vibrating sample
magnetometry, torque measurements and ferromagnetic resonance. These techniques
provide measurements of macroscopic magnetic parameters such as coercivity,
magnetization (remanence and saturation), squareness (S & S), Ilk etc. These
parameters represent mean values of macroscopic magnetic properties and do not
provide much quantitative information on the distribution of local magnetic properties
in the film. lven in cases in which the dispersion information is included in the data
(example: switching field distribution or hysteresis loss torque curves) it is practically
impossible to deconvolute these information in order to obtain distributions of specific
parameters such as magnetic anisotropy, exchange constant etc.

While the macroscopic parameters are useful for media development they are not
adequate to predict the functional performance of recording media. For example, ('oPt
and (ol'tr thin films with similar macromagnetic parameters (such as lIe, Ms, S,S*
etc.) can have dramatically different signal to noise ratios. Figure I stresses the need for
understanding the micromagnetic properties of media.

Finally by the term micromagnetic characterization we mean determination of
magnetic properties with spatial resolution comparable to domain wall dimensions.
There are currently three types of micromagnetic measurements with adequate spatial
resolution for recording media:

I. Lorentz microscopy in Fresnel, Foucault or diflirential phase contrast ()PC)
modes.

2. Magnetic force microscopy.
3. Spin polari7ed electron microscopy.

L.orentz microscopy is the characterization technique employed in all of our
studies. Since L.orentz microscopy is based on transmission electron microscopy, it can
provide high spatial resolution information on domain structures in thin magnetic films.
The conventional phase contrast techniques of Foucault and Fresnel Lorentz
microscopy provide image contrast of the domains and domain walls. Differential phase
contrast l.orent7 microscopy (DP(), which is performed in the STEM mode, provides
very high resolution (down to 100 A) and directly measures the in-plane magnetic
induction of the thin film sample and the associated stray fields integrated along the
electron trajectory s.
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Figure 2. (a) Foucatilt and (b) Ficsnel images ofimagnetic track.

IMAGING OF MAGNETIC WRITTEN BITS

Lorentz clectron microscopy in Frcsnel, Foucault and IP( modes has been uscd
to Study the written bit patterns on cobalt-based alloys under a variety of recording
conditions. E'xamples of Foucault and Fresnel images of magnetic tracks with uniform
bit density recorded on previously D)C saturated longitudinal ('o5,(r 20 sputtered thin
films wvith thickness of 150 A are shown in Figures 2a and 2b.

The Lorentz images shown in Figure 2 reveal threc distinct regions in the recorded
tracks: the recorded bits, the transition zones between adjacent bits and a cornrlex
structure at thc sides of the bits (side-writing) which is generated by the fringing field of
the inductive head. The Fresnel image (Figure 2b) shows the presence of magnetic ripple
structure in all regions of the track. T'he structure of the rip pIc in the bits is very similar
to that in the D)C erased background indicating that the bits are in a saturated
remancnce state. A very complex 'vortex like" domain wall structure can be observed
in Figure 2b at the transition zone between oppositely magnetized hits. T[he transition
zones were further investigated using discrete magnetic recording tracks and 1)1W
imaging. I)PC images of recoided bits on a discrete track and the induction vector map
calculated from them are shown in Figures 3a and Wb
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Figure 3. (a) I)PC images and (b) calculated induction vector map of recorded bits
on a discrete track.

A very intercting feature of the image in Figure 3a is of an apparent tilted of the
transition zone. 'I he associated induction vector map reveals that there is in fact a
magnetization vortex at this point.

The type of ripple structure observed within the bit and at the transition /ones is
not only very much material dependent as we shall elaborate in the following section but
also correlates with the functional signal-to-noise measurement. Figures 4a and 4b, for
example, show Lorentz images of bits corresponding to ('oPt and ('oPt(r media with
similar functional performance to the media shown in Figure 1. It is clear from those
images that the (CoPtCr (which has higher signal-to-noise ratio) has a better bit
definition with smaller scale ripple structure in the bits in contrast to ('oPt that shows
a high density of vortices.

A three-dimensional sclf-consistent write process model was used to model the
magnetization pattern at the edge of a written track 6. A vector loop model, assuming
an isotropic in-plane distribution of anisotropy, was adjusted to match the remanence
and coercivity of the CoNOCr 2 0 alloy. The grid represented a 0.2 5 x0.015x0.25pm volume
of medium. The head field on this grid was obtained using the 3-d finite element TOSCA
model for a head-to-medium separation of O. Ipn Except for a narrow track width, the
head parameters were those of the standard thin film head used for writing. The
mismatch between the pole tip widths was I.Opm on each side. The head was positioned
with its center at the edge of the medium and a single transition was written. The
maximum write field was varied between two and approximately five times the
coercivity. The resultant magnetization patterns were appropriately folded and
duplicated to obtain the patterns in Figure 5.

A comparison between the simulated side-written structure observed in Figure 5
and the experimental results in Figure 2 indicates very good qualitative agreement.
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Figure 5. Simulated magnetization pattern at the edge of a written track.

QUANTIFICATION Of, MAGNTIC RIPPLE STR-T-RE

The micromagnetic ripple or "feather"' structure is the result of local minimization
of the total magnetic energy given by the equation

rintal "' o ian~e 4 1,ani~vnfrop ,. , -... o.. .g.. + -"'.......

The exchange interaction in polycrystalline films has two components. T'he first
component is the interatomic exchange and the second is the intergranular exchangewhich describes the interaction between neighboring crystallites. The anisotropy alsohas two terms: The crystalline anisotropy which, in the case of cobalt and its alleys, is
strong and uniaxial with the easy magnetic axis coinciding with the c crystallographicdirection. 'rhe stress induced anisotropy is rather small in the case of the cobalt alloys
of interest and can generally be ignored. Since the recorded information is in the
remanent state, the Zeeman energy term is equal to 7ero. The domain size is thereforedetermined by the competition between the magnetic forces (exchange and
magnetostatic) and the local anisotropies.
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Figure 7. Effect of chemical alloying on media ripple structure.

DPC imaging can be used to quantify the angular distribution and the mean
wavelength of the magnetization ripple seen in these film. Since two orthogonal |)PC
images provide a complete description of the magnitude and direction of the integrated
in-plane induction through the film they can be used to generate an image where the
intensity at each pixel is proportional to the direction of the integrated induction at that
point, (using 0 = tan'(y/x)). This corresponds to a directional map of the integrated
induction. An image of this type is shown in figure 6a. A greyscale histogram of this
image is shown in figure 6b andgives directly the number of pixels (and hence the area)
within the image which has each given magnetization direction. lhe two peaks in the
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Figure 9. Plane view TEM images of microstructures of CoPtCr/Cr
thin films using sputtering pressure of(a) 3, (b) 6, (c) 24 rtorr.

histogram correspond to the two magnetization directions within the film. The fullwidth at half maximum of the peaks is a direct measure of the angular dispersion of the
magnetization within the domains in the image. From directional maps of the integrated
induction it is apparent that the magnetization ripple in these films is longitudinal. Thatis to say that the magnetization varies to the left and then to the right of the mean
magnetization direction within a domain as you travel along the mean direction. In oneripple wavelength the component of magnetization at 90' to the mean direction will start
at a maximum, decrease through zero to a minimum, and then increase again to amaximum. The mean wavelength of the ripple can he obtained by generating the
autocorrelation function of this, transverse, component of integrated induction: For awave of period A the first zero crossing of the autocorrelation function corresponds to
A/4. The autocorrelation function of the transverse component of magnetization is

generated by taking the DP(; image corresponding to the transverse component,
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Figure 10. Simulated micromagnetic structure showing coherent magnetization
regions, magnetization vortices and ripple structure.

multiplying it by a copy of itself which has been shifted by x' pixels along the mean
magnetization direction and finding the resulting mean value within the region of
overlap. This mean value as a function of x" corresponds to the autocorrelation
fuction, and the first zero crossing gives the ripple 1/4 wavelength. Ilfence both the
angular distribution of the magnetization about the mean direction and the mean ripple
wavelength can be obtained using I)P ? iLorentz microscopy.

M ICROSTRUCTURE / M ICROMAGNEiCICS

As discussed in the previous section, the micromagnetic structure of thin films is
controlled by the degree of coupling between the magnetic forces (exchange and
magnetostatic) and by the magnitude as well as the extend to which anisotropy is
distributed. There is a number of ways that these interactions can be controlled through
the microstructure of the thin films. This includes chemical alloying, use of nucleating
underlayers, and deposition parameters.

Ini the case of alloying, if the films are continuous and compact, the exchange and
magnetostatic interactions arc both proportional to the saturation moment of the
material. Therefore a reduction of the saturation moment by chemical alloying (with Cr,
Pt, Ni, etc.) will result in a reduction of magnetic coupling. The chemical alloying also
causes an increase in the anisotropy field strength and therefore gives rise to iner ripple

uin the thin film media (Figure 7).

A different approach in reducing the magnetic coupling between adjacent grains is
the physical separation of grains or cluster of grains and ths results in the reduction of
magnetic domain size to the dimension or grain or cluster size. The physical separation
can be achieved by manipulating the deposition parameters or by using an underlayer
material.

Using the Thorton diagram as a guide, recent works on sputtered thin films showed
that by varying the Sputtering pressure, deposition rate, substrate temperature, film
thickness, atomic mass, etc., one can either fabricate compact and continuous, or
columnar porous films. Deposietic thin film on a porous columnar

underlayer replicates the physical separation of grains or column of grains in the
magnetic layer. Figures 8 and 9 illustrate the effect of Cr underlayer thickness and
sputtering pressure respectively. In short, the tailoring of microstructure and hence
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magnetic properties and functional performance of recording media has been achieved
by using a combination of alloying effects and polycrystalline epitaxy on physically
separated grains or columns.

NUMERICAL SIMULATIONS

Due to the complexity of the problem, analytic solutions of the micromagnetic
equation are of limited value in the investigation of micromagnetic structures of
polycrystalline recording materials. Large scale numerical simulations have been used
by a number of investigators as a reliable and versatile input to the experimentalists. In
these simulations the film is represented as a lattice of up to 256x256 pixels, each pixel,
which is treated as a dipole, represents a grain in the polycrystalline film. The dipoles
act under the influence of an effective field from the local random axis anisotropy,
nearest neighbor exchange, and long range dipole-dipole interactions and the dynamics
of its motion are governed by the Landau-I.ifshitz-(iilbert equation. The simulations
can trace the magnetization distribution in the array as a function of applied field and
generate simulated macromagnetic measurements, domain images and vector maps of
the magnetization distribution for comparison with experimental results. An example
of a micromagnetic structure is given in figure 10. Coherent magnetization regions,
magnetization vortices and ripple structure arc plainly visible.

CONCLUSIONS

The understanding of functional performance of recording media requires the
quantification of the micromagnetics and correlation to microstructural parameters. A
number of tools are now available to carry out this quantification. Numerical
simulations could be invaluable in guiding experimental work and facilitating
understanding of the effects of microstructural parameters on recording performance.
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1. INTRODUCTION

Magneto-optic (MO) recording combines the advantages of optical (high
storage density of about 3_107 bit/cm2, contactless writing and reading)
and magnetic (unlimited rewriteability) recording.

1,2

The thermomagnetic write process will be described in section 2 using
a bubble-like model.

Thin films of rare-earth transition-metal (RE-TM) alloys with the
general composition GdTb-Fe and Tb-FeCo are today's medium for MO recording
(Dy-FeCo is also a candidate) .3-6 Their essential properties will be
briefly reviewed in section 3.

In section 4 we discuss recording experiments with RE-TM based disks
concerning the write process and the domain stability in dependence on the
laser power and the external magnetic field.

2. THERMOMAGNETIC SWITCHING PROCESS

In a simplified way, a magneto-optical (MO) recording system can be
regarded as a CD player with polarized laser light of tunable intensity and
a disk containing a hard magnetic layer with perpendicular anisotropy. The
information is stored as domain pattern in the magnetic film.

1 11

The thermo-magnetic write process is illustrated in Fig. 1. A focussed
laser beam heats the magnetic layer locally to close to its Curie tempera-
ture, where the coercivity decreases and the magnetization can be reversed
by a small external magnetic field, thus creating a magnetic domain. The
read process utilizes the polar magneto-optical Kerr effect, such that the
polarization plane of the reflected light is turned clock- or counter-clock-
wise according to the domain pattern.

As the MO films are magnetically hard at room temperature, they have
to be heated locally by a laser beam (cmp. Fig.l)in order to write and
erase domains. This process is primarily controlled by the laser-induced
temperature profile, the radial and time dependence of the magnetic proper-
ties, the domain nucleation, and the domain-wall motion. Dynamic magnetiza-
tion processes can only take place within the heated volume where the
coercivity is sufficiently reduced.

Science and Technology of Nanostructured Magnetic Materials 249
Edited by G.C. Hadjipanayis and G.A. Prinz, Plenum Press, New York, 1991



The domain-formation process can be described in a bubble-like
model1 2,13 with:

- the domain wall energy Ew (contracting), which decreases with increasing
temperature:

Ew = 2 x h r Ow, (1)

- the demagnetizing energy (expanding) (simple formula for cylindrical domain):

Ed = 41qo - t r2 (4 7c M,(r) Ms)/(l + 3R/2t), (2)

- the magnetic energy in an external field:

EH = 4io - t J r2 Ms Hext dr, (3)

- and the coercive energy (frictional)

Ec = 4nlio * t f r
2 
M Hc dr. (4)

The driving force for wall motion is given by:

F = d/dr E(T(r)); E= Ew + Ed + EH. (5)

The domain moves for IFI > Fc, it expands when FH + FD > F. and con-
tracts when FH + F, < Fw.

A typical radial dependence of the different reduced forces f=F/(2nh2 )
is presented in Fig. 2 for cylindrical symmetry of the do- mains. The curve

feff represents fH + fd + f.. The maximum temperature at the spot centre
was, for the sake of simplicity, assumed to be equal to TC. Two radial
(i.e. temperature) dependences of the coercivities have been plotted: a
very steep one and a relatively flat one. The position of the domain wall
is determined by f(rHc)=O where the domain wall radius R is equal to the
"coercivity radius" re, as indicated for the flat Hc(T)-curve by the arrow.

The requirements to be fulfilled by a magnetic layer suitable for MO
recording are summarized in Table 1. Requirements 1-3 are obvious from the
read and write processes so far presented. The remaining requirements will
be deduced in section 4 from recorder experiments on disks with amorphous
rare-earth transition-metal (RE-TM) films.

loser\

' <

1- - )

process. /0Fig. 1. (top):Creation of domains in the E " . •
thermomagnetic write process.o - '-¢-

• .-I 2"
[  

"" 
\E ~~~~fH, (steep) Rr ".c"""" '-fm t : tc Ifiat):ss ./

Fig. 2. (right): Radial dependence of the forces f acting on the wall of a
bubble-like domain; fd: demagnetizing force, f.: Boch wall force, fH: force.
of external magnetic field, fc: coercive force.
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Table 1. Requirements on the magneto-optic storage layer

stable micron sized domains: perfect stable domains with a
1. perpendicular magnetic aniso- good SNR:

tropy 4. steep H0 %s T and medium Me

read-out with Kerr effect: 5. a fine microstructure (< 50 nm)
2. magneto-optically active layer and a good lateral hoogeneity

with a sufficient figure of
merit R-E2  6. high coercivity and low magneti-

zation at read-out temperature
limited write laser power:
3. Tc = 400 K - 600 K

Additional requirements on the disc structure:
7.1ong-term stability, sufficient sensitivity (high absorption, suitable
thermal conductivity), low medium noise. This is achieved by a proper
choice of dielectric cover layers.

3. THE MAGNETIC PROPERTIES OF AMORPHOUS RE-TM FILMS

RE100_xTM x alloys containing heavy rare-earth ions like Gd, Tb, Dy show
a ferrimagnetic order in the range of composition, which is of interest for
MO recording. The TM moments form one magnetic subsystem and the RE moments
the other one. The temperature at which the opposite sublattice magnetiza-
tions are equal in magnitude is called compensation temperature Tcomp. It is
found in the very narrow compositional range of 70 < x < 85.11 Typical com-
positions used in storage applications are Gd2 0 Tb 5 Fe 7 5 or Tb 2 7Fe 65 Co 8 .

The characteristic ferrimagnetic behaviour of a RE-TM film is de-
picted in Fig. 3. At Tcomp the saturation magnetization is zero, and as it
is impossible to introduce energy by an external magnetic field, the coer-
civity becomes infinity. The Faraday rotation is mainly due to the transi-
tion metal sublattice (transitions of the 3d conduction electrons), and
shows no singular behaviour at Tcop,

The position of the compensation temperature can be chosen by a proper
composition. This effect can be used to control the saturation magnetiza-
tion, the maximum of which is approximately proportional to Tc - Tcomp, and
the coercive field in the high temperature range where the thermomagnetic

Gdo.24 Tbo.0 1-Feo. 7 5

600 .oEo K  0.6 0.16] f

<500 - 0.5

1000
100 0 3 0. HW

-M 0.1 L .-r-

0 100 200 300 400 500

T (K) -.16

Fig. 3. Magnetic properties of a Fig. 4. Faraday loops cf 1.2 pm
Gd24TblFe75 layer (50 =) versus tempe- domains in a Gd20.5Tb4.5Fe75-disk
rature 0: saturation magnetization Ms, at room temp.. After saturation
0: coercivity He, o: Kerr rotation eK. the usual curve is observed.

7
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switching process takes place. (This will be discussed in more detail in
connection with Tab. 2.) Tc is the Curie temperature.

An experimental method was developed to measure the wall coercivity Hcw
and the wall energy 0, .7 Faraday hysteresis loops were prepared from a disk
containing domains of radius R (about 1pm) written in a test recorder. A
typical hysteresis curve is shown in Fig. 4. The switching fields H1 and H2
correspond to the expansion and the shrinking respectively, of the domains.
The absolute values of H, and H2 differ from one another, because in the
first process wall energy has to be delivered by the external field,
whereas the second process is supported by the wall tension. Wall coerciv-
ity and energy can be expressed by:

M. Hw = (H1+H2)/2 (6a); aw = go Ma 2R [(HI-H2)/2 - Ms/(l+3R/2t)I, (6b)

where t is the thickness of the film (Eq. (6b) derived via Eq. (5)).

4. RECORDING EXPERIMENTS

The correlation between the switching parameters in recorder experi-

ments and the magnetic properties of the magneto-optical layer can be under-

stood using eqs. (1) - (5) together with Fig. 2 as visual aid.

The variation of the switching field at constant domain length L with

TC  Tcomp is given in Fig. 5 for C-dTb-Fe alloys. 1 4 At lower Tc - Tcomp
values the magnetization in the high temperature range where the switching
occurs is lower and thus higher external magnetic fields are needed to cre-
ate domains of fixed length. The theoretical curve in Fig. 5 is derived
from Eqs. (l)-(6) assuming Gaussian temperature profiles. In the case of low

demagnetizing forces the switching energy is mainly given by MseHext leading
with M. = const. (Tc - Tcomp) to a dependence H = const/(Tc - Tcomp), which is

very similar to the theoretical curve in Fig.5.

Considerable experimental insight into the switching process could be
gained by Lorentz electron microscopy, which is based on the deflection of
electrons by magnetic stray fields perpendicular to the direction of the
electron beam.15 Four Tb-FeCo and one GdTb-Fe samples with different compen-
sation temperatures were investigated by Greidanus et al. (Table 2).14

100

100
GdTb-Fe

80 -theory erase

50

40 -

X
* -50

20 write la lb 2a 2b
-100.00 100 200 300 400 500 1.5 2.5 3.5 4.5 5.5 6.5 7.5

Tc-TcompK) Read Laser Level (mW)

Fig. 5. Optimal external switching Fig. 6. Read-out without losses in SNR
field Hc for GdTb-Fe films for GdTb-Fe disks with varying layer

(constant domain length) .14 thicknesses at a disk velocity of 5m/s.
The lines represent the calculated

Layer stack of Fig. 6: dependence of domain stability.
8

80nm AlN/45nm GdTb-Fe/Al or Ti la: 21.5nm Ti, 1b: 90nm Ti,
2a: 18nm Al, 2b: 30nm Al
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Table 2.a. Shape of written domains
observed with Lorentz Microscopy

15

LM MFM T0  ~ 000000
1 multidom. multidom. 000
2 single crescent 0

3 single crescent Fig. 7. Imperfect domain shapes.

4 subdom. subdom. (a) multidomain (b) subdomains

5 subdom.

Table 2.b. Composition and magnetic data of the samples of Table 2.a

sample composition Tc Tcomp Tdemag Hc (T) M3  M~sx

1 Tb29.9Fe62.6Co7.5 450 > Tc > Tc very steep low -

2 Tb27.2Fe65.5Co7.3 461 310 455 steep 35kA/m

3 Tb23.6Fe67.6Co8.8 473 214 465 steep 90kA/m

4 Tb21.2Fe71.9Co6.9 473 !0 440 flat high 170kA/m

5 GdlsTbG.5Fe78.5 455 '0 very flat K4gh 120kA/m

The composition, Curie temperature, and compensation temperature are given
in Table 2.b together with their demagnetizing temperature defined as
the temperature where the magnetic layer looses its 100% remanence. The decrease
of the remanence in the vicinity of Tc is due to demagnetizing effects and
not to an in-plane magnetization. Sample 1 does not have a compensation
temperature, its M.(T) approaches Tc like the curve in Fig. 3 approches Tcomp.
The Ms(T) curves of the other samples look like the complete curve in Fig. 3
and exhibit a maximum Max which is also listed in Tab. 2.b.

In samples 2 and 3 regular single domains are observed (Table 2.a).
This is the desired shape and gives good signal-to-noise ratios in recorder
experiments. In sample 1 not one single domain but several small domains
are observed within the heated area (see Fig. 7a). The mark size is inde-
pendent of the external magnetic field. The reason for this behaviour is
that the coercive field rises very steeply below the Curie temperature
whereas the magnetization rises only slowly. Domain growth is possible only
in a very small temperature range below Tc (compare with the steep H. vs T-
curve in Fig. 3, the layer is heated above the Curie temperature) which is
passed too quickly during the write process to allow continuous wall mo-
tion. In specimen 4, the demagnetizing force is predominant due to a high
magnetization, leading to the formation of subdomains within the written
mark (see fig. 7b) whose size is again independent of the external field.

It was found that in samples with high magnetization (where the maxi-
mum of magnetization above the compensation temperature is greater that
about 120 kA/m) subdomains are built due to the high demagnetizing force.

Domain diameters in a Gdl5Tb 6.5Fe78 .5 sample (#5 in Table 2) as observed
with Lorentz microscopy show a characteristic dependence upon the applied
magnetic field. At fields below 30 kA/m the mark size is independent of the
applied field and contains several subdomains, indicating that the demag-
netizing force Eq. (2) is predominant (in Fig. 2, fD would have to be much
greater than fH) whereas a linear dependence at higher fields shows that
the external field Eq. (3) is the decisive force there (Fig. 2 corresponds
to this situation). An increase in domain size at the highest applied
fields is accompanied by a significant decrease in the smoothness of the
domain contour, an effect which may be explained by the small coercive
field ('soft' intersection of the coercive force with feff in Fig. 2). At
negative fields the domains shrink.
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The domain stability was tested on GdTb-Fe based disks with different
Tb content and different compensation temperatures. 7,8 During read-out the
domain patterns are heated. If the domain walls move under the applied
field by only about 20 nm, this leads to a degradation of the signal-to-
noise ratio by more than IdB. The results of the recorder experiments are
displayed in Fig. 6 in dependence on the applied magnetic field and the
read laser level for disks with a variety of thicknesses of the different
layers in the stack /AlN/GdTb-Fe/Al or Ti/. 8

The solid curves represent the theoretical values as obtained using
the magnetic parameters of the disks. A fit to the experimental data was ob-
tained by varying an effective thermal conductivity Aeff which is given as
the weighed sum of the conductivities of the layers: Yiki.t i. As the heat
capacity is not expected to depend as sensitively on the microstructure as
X, bulk values taken from literature were used in these calculations. The
thermal conductivity of a layer can be obtained by varying its thickness
with those of the others remaining constant. The results are: Al: 190 W/mK
(bulk 240), Ti: 8W/mK (crystalline 22), AIN: 15 W/mK (bulk: 300),
GdTb-Fe: 17 W/mK (crystalline: 54).

The dependence of the read-out stability was also investigated in de-
pendence on the Tb-content.1 6 From the force equation (Eqs.1-6, visudlized
in Fig. 2) we can qualitatively understand that the read-out stability is
increased with increasing Tb content ( - higher coercivity, i.e. frictional
orce) and with increasing Tcomp ( - lower magnetization in the high tempera-

ture range, i.e. lower driving force due to Eqs. 2-3

5. CONCLUSION

From the discussion in the previous sections we conclude, that, in
order to achieve perfect domains, we need a steep Hc vs T and medium M3
(see Tab.l). We see that it is advantageous to have a ferrimagnetic medium
with tunable M.. For the stability of the domains we need a high coercivity
and a low magnetization at room temperature and at read-out temperature
(req.6 of Tab.1). The Kerr rotation controlling the read-out signal can be
optimized by choosing a suitable stack with optical enhancement layers.
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MICROMAGNETIC COMPUTATIONS OF MAGNETIZATION

CONFIGURATIONS

J. P. Jakubovics

Department of Materials, University of Oxford
Parks Road, Oxford OXI 3PH, U.K.

1. INTRODUCTION

1.1 Domain walls in infinite media

Micromagnetism could be said to have begun with the Landau-Lifshitz solution
for the magnetization configuration in a 1800 domain wall in an infinite medium with
uniaxial anisotropy.' The energy per unit volume for this case may be written

f e + 6a, (1)

where e and 6, are the exchange and anisotropy energy densities respectively;

Ce A[(Va)2 + (VO) 2 + (VY) 2], (2)

and
cL = K(a 2 - f 2) = K(1 - 12), (3)

where A is the exchange constant, K is the uniaxial anisotropy constant, and a, 3
and -y are the direction cosines of the magnetization with respect to the cartesian
coordinate axes x, y and z respectively. Eqn (3) corresponds to easy directions of
magnetization parallel to ±z. For the case when the medium contains a 1800 domain
wall, we may assume (i) that the magnetization is parallel to the yz-plane(a = 0),
and (ii) that its orientation varies with x only. The boundary conditions imposed by
the anisotropy are

7 as X -+ ±o. (4)

Condition (i) ensures that no magnetic charges are present. A magnetization con-
figuration satisfying these conditions is called a Bloch wall. With these conditions,
eqns (1)-(3) may be simplified to give

A(d¢") + Ksin2 ¢] d, (5)

for the energy per unit area of domain wall, where

€ = arcsinfl = arccos -y. (6)
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The exact solution for O(x) that minimises w is

cosj = tanh (7)

where
A . (8)

Substituting eqn (7) into eqn (5) gives

= 4 Vi-K. (9)

An exact solution may also be obtained in the more general case when the anisotropy
includes a sin 4 4 term, so that w becomes

w=f: [A(d) 2 +K (sin 2 + isin4  dx, (10)

where Kr, is the second-order anisotropy constant. The solution is 2

CS0 v 1 + K tanh(x1b) G1

V1 + Ktanh2 (x/b)

valid for r > -1, since the easy directions are not parallel to ±z when K < -1.

Substituting eqn (11) into eqn (10) gives

w 1 + ) arctan /VK (12)

when K > 0, and

W 2A-[1+(1 + ) arctanhVT- (13)tV K

when -1 < r < 0. This solution may also be used for a material in which cubic
anisotropy as well as uniaxial anisotropy is present. For this case, eqn (3) may be
written

[Ku(al +8 2 ) + KC( 2 if2 0
2,Y-. ' 2 a 2 )], (14)

where Ku and Kc are the uniaxial and cubic anisotropy constants respectively, and the

(100) crystallographic directions are assumed to be parallel to the cartesian coordinate

axes. With the same constraints as above, the energy per unit area becomes

w= J [A(d +Kusin2 +Kcsin' ¢c0s1S dz, (15)

which is equivalent to eqn (10) if

Ku + go = K, (16)

and
and = (17)

K, + K,

If no uniaxial anisotropy is present (K, = 0), no solution for h exists that satisfies
the boundary conditions. In that case, 1800 walls would be unstable and would break

up into two 900 walls. However, magnetostriction is always present in real materials,

the effect of which is to move the two 90 ° walls together in order to avoid a large

magnetoelastic energy that would be present in the domain separating the 90* walls.
It can be shown1 that when K, > 0, the effect of magnetostriction is equivalent to
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a uniaxial anisotropy with easy axis parallel to the domain magnetizations, and an
effective anisotropy constant

Ku C12 )A'10 0 , (18)

where cil and c 12 are the usual elastic stiffness constants for a cubic crystal, and )oo
is the saturation longitudinal magnetostriction constant in the (100) directions.

1.2 The effect of surfaces

The analytic solutions given above are no longer valid for a specimen with exter-
nal surfaces. In suIi cases the energy of the specimen becomes

E = E, + E,, + Era, (19)

where E and Ea are the integrals of c, and c, respectively over the volume of the
specimen, and Em is the magnetostatic energy;

Em =4fp4dV + Jjcr(PdS. (20)

where
p = -V'.M (21)

is the volume charge density,
a = M. n (22)

is the surface charge densit.' M is the magnetization, n is a unit vector normal to
the surface, and 4> is the magnetostatic scalar potential:

P ' + 0-dr'. (23)¢(r =ir -r'i r  Ir -r'!

In a finite specimen, a Bloch wall would generate charges on the surfaces. For a very
thin film (of thickness small compared with A/K), it becomes favourable for the
magnetization to remain parallel to the surfaces. Domain walls in which this condition
is satisfied are called Nel walls. However, N~el walls contain volume charges. and
it is expected that in films whose thickness is not small compared with VIA/.
domain walls will have more complicated structures, in which the magnetization varies
with y as well as with z. No exact analytical solutions have been obtained for such
cases. However, Hubert 3 suggested that stray-field free magnetization configurations
(Em, = 0) would be possible in thin films if the magnetization had one of two possible

symmetries, either

=-a(y), (-y) = O(y), Y(-y) = 7(y) (24)

('asymmetric Bloch wall'), or

a(-z,-y) = a(z,y), X(-z,-y) = O(ZY), -y(-z,-y) = -y(x,y) (25)

('asymmetric N6el wall'), where y = 0 at the centre of the film, and he proposed
specific structures of both types. At the same time, LaBonte4 developed a method
for the numerical computation of magnetization configurations. He computed the
structure of 180' domain walls in Permalloy films of thickness in the range 50 to
200 nm, and found that they were of the 'asymmetric Bloch'-type. as shown in Fig. 3
of his paper. These walls have a curved centre (the line along which I = 0). and
the magnetization circulates in a vortex-like manner to achieve a high degree of flux
closure.

257



1.3 Numerical computations

LaBonte's method consists of subdividing the specimen into small regions in
which the magnetization is assumed to be uniform. In the specific case for which
he carried out his computations, he used subdivisions in the shape of infinitely long
square prisms with axes parallel to z. The film is subdivided into N, columns and
N, rows of prisms of side A, NA being the film thickness, and it is assumed that
the magnetization is parallel to -z when x > .-N,.,A and to -z when x < -i ,.

The exchange energy per unit length of wall is given by
N,-1 N,

F, =2.4 E il- m(I.J). 1-)]
1=1 J~i

N, N,-1

A2AV n 1-m(IJ). rn(IJ- 1)' - S, (26)
1=1 3=l

where m(I. J) is a unit vector parallel to the magnetization of the prism in column

I. row J, and S stands for 'surface terms', which have to be treated differently: see
LaBonte4 for details. The anisotropy energy per unit length is

N, N,

Fa = KA 2 77 V [1 _ 2(j. J)-,, (27)
1=1 J=1

if the material is assumed to have uniaxial anisotropy. The magnetostatic energy per
unit length is given by

F. m= - F (28)

where

F -rMS F. (29)
K

is the sum of the magnetostatic energies of the prisms per unit lciigth. and F is
the energy per unit length due to the magnetostatic interactions between all pairs of
prisms, given by

NI NV N ,N

M M -- {Am(I- ',J -')[(I,J)a('.,J') -/3(I.J)3(1'.J')
1=1 J=1 1'=1 J'=]

+ C",(I - P',J - JI)[ja(I, J)3(1'. X) + 03(I, )ce(r'. X) } (30)

where Am and Cm are interaction coefficients given by LaBonte.4 The total energy
per unit length is given by

F = F,- F - Fm, (31)

which must be minimised subject to the constraint

m 2(,j) = a 2(I.J) +f3 2 (1.j) + 1 2 (I,j) = 1. (32)

The condition for F to be a minimum is therefore
aF
-i, + 2Ai,jm(I,J) = 0 (33)Orn(1, J)

for all I and J. where A 1,j are Lagrange multipliers. It is convenient to introduce an
'effective field'

H(I.,J) m( ) (34)
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so that the magnetization configuration is in equilibrium if the magnetization of each

prism is parallel to the effective field acting on it. The minimisation procedure is
therefore to calculate the effective field acting on each prism in turn, set the magne-
tization parallel to this field, and repeat this process until none of the magnetizations

have to be rotated by more than a predetermined small angle. There is one difficulty
that was not mentioned by LaBonte, namely that the effective field acting on a given
prism depends on the magnetization of that prism, so that when the magnetization
is aligned with the effective field, the effective field changes. To overcome this prob-
lem, it is necessary to carry out an iterative process at each prism, which consists
of recalculating the effective field and realigning the magnetization repeatedly until
a stable situation is reached, before proceeding to the next prism. This does not
increase the complexity of the computation significantly, because when the effective
field is recalculated, only the contribution of one prism changes. Although the initial
calculation of the effective field at a new prism is time-consuming, the recalculation
is very fast, and the number of iterations needed at each prism is usually small.

The purpose of this paper is to discuss ways in which this numerical method may

be extended for the computation of a number of different problems.

2. INTERACTION OF PAIRS OF DOMAIN WALLS

2.1 Domain wall symmetries

For fixed domain magnetization directions ((eqn (4)), an asymmetric Bloch wall

separating the two domains can have four possible configurations, since the centre line
of the wall (where -y = 0) can curve in two directions, and for each direction, the sense
of the vortex can be clockwise or counterclockwise. (Each configuration is related to
the one of the others by reflection in the xz-plane, to a third by reflection in the
yz-plane followed by time-reversal, and to the fourth one by a combination of both
transformations.) In a film containing three domains (i.e. two parallel 1800 walls),

there are six distinctly different magnetization configurations for the two walls,5 as
shown in Fig. 1.

In configurations A and B, the wall centre lines curve in the same direction, in

C and D they curve towards each other, and in E and F they curve away from each
other; in A, C and E the two vortices circulate in the same sense, and in B, D and
F they circulate in the opposite sense. When a magnetic field is applied in the +z
direction, the walls are driven towards each other.

In the case of one-dimensional 1800 walls, of structure given by eqns (7) or (11), a

pair of walls can only have two possible configurations, termed winding and unwinding
respectively, according to whether the magnetization in the two walls rotates in the
same sense or in opposite senses. It is clear from simple qualitative considerations
that unwinding walls can be annihilated more easily than winding walls, when they

are driven towards each other by an applied field. In the case of pairs of asymmetric
Bloch walls, it has not been possible to predict from qualitative considerations which
of the configurations would be annihilated easily and which would not.

2.2 Ezperimental results

In-situ magnetization experiments have provided some experimental evidence for

the behaviour of pairs of Bloch walls in thin films. Figs 2 and 3 show micrographs
of two specimens of an Fe-Co-Ni-Ti alloy (Incolloy 904) recorded by R. A. Taylor6

in the AEI EM7 1 MV transmission electron microscope in Oxford, using an in-situ

magnetizing device. The sequence in Fig. 2 shows a pair of walls that are easily
annihilated in an increasing field, but they reappear when the field decreases again,
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Fig. 1 The six magnetization configurations for a pair of Bloch walls. The contour lines
separate regions in which -y > 0 from those in which -y < 0.

Fig. 2 Electron micrographs of an Incoloy 904 specimen. The applied field increases for
the first three frames, and decreases for the last two.

Fig. 3 Electron micrographs of an Incoloy 904 specimen. The applied field increases from
left to right.

(a) (b) (c) (d)

Fig. 4 Electron micrographs of a Cop0 Zr 0 film of thickness 400 nm, in applied fields of(a)
0, (b) 2.34 Oe, (c) 3-64 Oe, and (d) 5.46 Oe. The specimen was saturated in 6.5 Oe.
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Fig. 5 Computed magnetization configuration for an iron film of thickness 200 nm for case

B, in an applied field of 14 Oe.
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while Fig. 3 shows a pair of walls that remain stable as the field increases, until

the field reaches a critical value, causing the wall to disappear suddenly. In thesemicrographs, the domain walls appear as bright or dark lines, made visible by the

standard technique of defocusing the objective lens. Another example, obtained bvR. Wimmer using the same apparatus, is shown in Fig. 4. In this case, the wall's
were divided into segments that rotated in opposite directions in the field (Fig. 4(d)),

before being suddenly annihilated.

2.3 Computations

These experiments did not provide enough information to enable the magnetiza-
tion configuration at the domain walls to be determined. However, the 'hardness' of
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Fig. 7 Computed magnetization configuration for an iron film of thickness 200 nm for case

D, in an applied field of -4 Oe.
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Fig. 8 Computed magnetization configuration for an iron film of thickness 200 nm for case
F, in an applied field of 150 Qe.

the different wall configurations can be estimated from computations, and the results
can be correlated at least qualitatively with the experiments. The method was based
on that of LaBonte, 4 with a number of modifications.' (i) The symmetry of the walls
about the axz-plane is well established,"' and the computations can be constrained to
have this symmetry, which reduces the computation time by about a factor 4. (ii) For
a pair of walls, the boundary conditions become

.-.. . . . .as _- o_, (35)

cf. eqn (4) for a single wail. (iii) The starting configuration for each case must be a pair
of walls of appropriate symmetry far enough from each other for a well-defined domain
to exist between them. (iv) The calculations were carried out for a material with cubic
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Table 1. Maximum field in Oe in which Bloch wall
pairs of differenit types are stable

Thickness B C_ D F
150 nm 26 12 2 250
200 nm 14 4 -) 150
250 nm 7 0 - -2 100

anisotropy. Assuming that the (100) directions are parallel to the coordinate axes,
eqn (27) can be modified to include both anisotropies:

N, N.
F,, = A- 2 E Kj [1 - " 2(1, J)] - K, [c,2(I, J)02(I, J)

I=1 J=1

-3 2(/, d)12(i., J) + 12(1. j)C,2(i . (36)

(v) An additional term, representing the effect of a magnetic field parallel to the
_-z-direction, is added to the total energy. Computations were carried out for films
of thickness 150nm, 200nm, and 250nm, with exchange constant C = 2A = 2 x
10- 6 erg cm - 1 , cubic anisotropy constant Kc = 105 erg cm - 3 , and saturation magne-
tization Ms = 1700 gauss. No stable configurations were found for cases A and E in
any field. For the other four cases, stable configurations were found for applied fields
up to the values shown in Table 1. It is seen that case F is much harder than the
other three cases, and that in all cases, the hardness decreases with increasing film
thickness. Figs 5, 6, 7 and 8 show the magnetization configurations corresponding
to the values in Table 1 for films of thickness 200 nm. In these figures. as well as in
Fig. 9, the arrows represent the component of magnetization in the xy-plane, and the
curves pass through points where -y = 0. The width of the domain in the centre with
-y < 0, marked by the two pairs of arrows outside the frame, is 97.7 nm in Fig. 5.
100-8nm in Fig. 6, 117-8nm in Fig. 7. and 98-9nm in Fig. 8.

From these results, it is suggested that the walls ir Fig. 2 were probably type
A or E, those in Fig. 3 were probably type F or B, and that those in Fig. 4 were
probably type B. This interpretation of Fig. 4 is the most likely one because of the
apparent breaking up of the walls into segments of opposite polarity, indicating that
the structure did not have the symmetry of C, D, E or F.

3. DOMAIN WALLS IN THICK FILMS

The recently developed experimental technique of scanning electron microscopy
with polarisation analysis (SEMPA) has enabled the magnetization configuration on
the surfaces of bulk materials to be determined. 9 ,'1 "' It was found that the mag-
netization had only a small component normal to the surface of the specimen even
at the centres of domain walls, and that the structure of the walls at the surface
was similar to that of N~el walls in thin films. In view of these experiments, it is
important, to develop models for the wall structure in thick films and bulk materials.
The magnetizatic: configuration of domain walls near the surface of thick films has
been predicted by Hubert' 2 from a consideration of the behaviour of his stray-field
free model for increasing film thickness. Preliminary results of rigorous numerical
calculations are given by Scheinfein et al," who used the same method as LaBonte.4

However, the computation time increases rapidly with increasing film thickness, and
the calculation becomes impractical unless coarse subdivisions are used, which makes

the results inaccurate. A possible way to overcome this problem is to subdivide the
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Fig. 9 Computed magnetization configuration for a 90' domain wall in an iron film of
thickness 100 nm.

specimen into prisms with rectangular rather than square cross-section. Finer subdi-
visions can then be used near the surface, where the magnetization varies rapidly. and
coarser subdivisions in the interior where the variation in the direction normal to the
surface is slower. Using this method, Aharoni and Jakubovics"3 confirmed that near
each surface of thick specimens, the structure of 1800 domain walls resembles one half
of the vortex structure found in thin films. The two half-vortices are connected by
a structure in which the magnetization is almost one-dimensional, varying only with
* but almost independent of y. However, up to the largest thickness investigated so
far (3.8,um), the x-dependence was different from that given by the analytic solutions
for infinite media, eqns (7) or (11). It is likely that these analytic solutions are only
approached at very much larger thicknesses.

4. 900 DOMAIN WALLS

The SEMPA technique has also been used to study 900 domain walls.' and it is
therefore important to compute the structure of such walls. Computations for thin
films have been carried out by Aharoni and Jakubovics. 4 In this case one of the
easy directions of magnetization is parallel to the y-axis, and the other two are in the
xz-plane at ±45' to the x and z axes. The boundary conditions therefore become

a--*V, f3- 0, -+ as x--±oo. (37)

In this case, assuming a cubic anisotropy only, the anisotropy energy becomes

N N,

F. = KCA 2 E S{0 2 (IJ) - 0 4 (I, J) + ja 2 (I, J) -
2 (I, j)] 2 }. (38)

1=1 J----

In the case of a films of finite width in the x-direction, magnetic charges would be
present on the faces perpendicular to x. In order to eliminate the effect of these
charges, the magnetostatic energy of the wall is calculated by subtracting a uni-
form magnetization M,/v2, where M. is the saturation magnetization. from the wall
structure. With these modifications. LaBonte's 4 method may be used to compute
the structure. Fig. 9 shows the result obtained for a 100 nm thick film with the same
values of the material parameters as above. This structure has the symmetry of
eqns (25), in contrast to 1800 walls, which in films of similar thickness have the sym-
metry of eqns (24). However, the structure avoids both surface and volume charges
quite efficiently, and has a relatively small magnetostatic energy."
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Fig. 10 Variation of the normalised total energy, et, with radius, R, for anisotropic spheres
in zero field. Open circles and curve1 represent the results of two-dimensional
calculations. Curve 2 is taken from Fig. 5 of Stapper i s , representing his two-
domain state. Line 3 corresonds to saturated spheres.

5. SPHERICAL PARTICLES

The magnetization configuration is of interest not only in films, but also in small
particles, since particulate magnetic media can be used in a number of applications,
such as information storage and permanent magnets. For such applications, it is
important to know whether particles of a given size are uniformly magnetized. The
first computations aimed at determining the critical diameter of spherical particles at
which a transition from uniform to non-uniform magnetization occurred was carried
out by Stapper.' 5 However, he used a one-dimensional model in which the particles
were divided into flat slices in which the magnetization was assumed to be uniform.
More realistic magnetization configurations, and more reliable estimates of critical
radii can be achieved by using a two-dimensional model. LaBonte's 4 method can
also be adapted to this case.16 The sphere is now subdivided in such a way that the
boundaries between subdivisions are surfaces on which two of the three spherical polar
coordinates are constant. The subdivision is therefore into N, x No rings bounded by
the spherical surfaces r = (J - 1)R/N, and r = JR/N, (J = 1,2,... N,), and the
conical surfaces 0 = (I - 1)ir/No and 0 = I7r/N9 (I = 1,2,... ,No), where R is the
radius of the sphere. Within each ring, the polar components of the magnetization
are assumed to be constant, so that the magnetization has cylindrical symmetry.
The total energy is then the sum of the exchange, anisotropy and magnetostatic
energies, plus the energy due to an applied field if one is present. Evaluation of the
anisotropy energy and of the energy due to the applied field is straightforward. The
exchange energy contains the sum of the energies of interaction of all pairs of rings
that have a common surface, and in addition, each ring contributes a 'self-energy'
because of the non-uniform magnetization (the polar. not, the cartesian components
being constant). The magnetostatic energy has a similar form to that for thin films.
e.g. eqn (30), but the coefficients are much more difficult to evaluate, since the
interaction between any two rings depends on their absolute, not relative positions,
and therefore a four-dimensional rather than a two-dimensional matrix of coefficients
is needed. The equations needed to evaluate the total energy are all given in ref. 16.
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Magnetization configurations were omputed for spheres with uniaxial anisotropy,
with "alues of the parameters appropriate to cobalt. Fig. 10 shows a plot of the
normalised total energy, et (i.e. the energy of the sphere divided by that of a uniformly
magnetized sphere of the same radius), as a function of radius. It is seen that the
two-dimensional model gives a lower energy than the one-dimensional one for all radii.
The radius at which the energy of a uniformly magnetized sphere is equal to the lowest
energy obtained for a non-uniformly magnetized sphere is about 34.1 nm, and below
this radius the uniformly magnetized state would be favoured.

In real spheres some anisotropy is always present, but it is of interest to inves-
tigate whether useful properties could be achieved in particles with low anisotropy,
since there are methods of producing spheres from amorphous materials. Computa-
tions have therefore been carried out to determine the behaviour of spheres with zero
anisotropy in applied magnetic fields. 1 7" The physical parameters were chosen to fit
amorphous particles of Fe75SijsBj0. It was found that particles of radius 11.2 nm were
uniformly magnetized even in zero applied field. In particles larger than that size the
magnetization increased fairly linearly with applied field, reaching saturation in fields
very close to the nucleation values predicted theoretically, 9 these values increasing
with increasing radius. However, for relatively small particles, the magnetization was
not zero in zero applied field. For example, in spheres of radii 15 nm and 20 nm. the
magnetization was 73.3% and 37.4% of the saturation value respectively. As the mag-
netization would be able to rotate easily on reversal of the field, these results predict
a large susceptibility in particles of small anisotropy.

6. OTHER RECENT COMPUTATIONS

Two other ways of extending LaBonte's method may be mentioned. Firstly,
magnetization configurations have been computed in small particles in the shape of
rectangular parallelepipeds. This requires a straightforward extension of LaBonte's
formulae into three dimensions, the subdivisions being in the shape of small cubes. A
three-dimensional matrix is needed for the magnetostatic interaction coefficients.2" Al-
though the requirements of computer time and storage limit these calculations to fairly
coarse subdivisions at present, magnetization processes in elongated particles have
been modelled. The method has enabled magnetization reversal mechanisms to be
studied in Ba-ferrite 2 1 and -y-Fe2O322'23 particles, including the effects of non-uniform
applied fields such as those generated by magnetic recording heads,2 4 and even com-
plete hysteresis loops25 to be obtained. Secondly, an extension of LaBonte's method
has enabled the magnetization configuration in two-dimensional periodic structures
such as stripe domains to be computed. 26 The only modification to LaBonte's method
needed for this case is to replace individual terms making up the total energy by sum-
mations.

7. CONCLUSIONS

It has been shown that the two-dimensional numerical computation technique
first used by LaBonte4 can be extended to a number of different problems. With
faster and more powerful computers becoming available, it will be possible to model
increasingly complex situations.

REFERENCES

1. C. Kittel, "Physical theory of ferromagnetic domains", Rev. Mod. Phys. 21, 541
(1949).

266



2. A. Hubert, Theorie der Domanenwande in geordneten Medien, Springer-Verlag
(1974).

3. A. Hubert, "Stray-field-free magnetization configurations", Phys. Stat. Sol. 32
519, (1969).

4. A. E. LaBonte, "Two-dimensional Bloch-type domain walls in ferromagnetic
films", J. Appl. Phys. 40, 2450 (1969).

5. A. Hubert, "Interaction of domain walls in thin magnetic films", Czech. J. Phys.
B21, 532 (1971).

6. R. A. Taylor, D. Phil. Thesis, University of Oxford (1981).
7. R. Wimmer, Diploma Thesis, University of Regensburg (1986).

8. J. P. Jakubovics, "Interaction of Bloch wall pairs in thin films", Proc. Int. Colloq.
on Magnetic Films and Surfaces, Le Creusot, France (1988).

9. H. P. Oepen and J. Kirschner, "Imaging of magnetic microstructures at sur-
faces", J. de Physique 49 C8-1853, (1988).

10. H. P. Oepen and J. Kirschner, "Magnetization distribution of 1800 domain walls
at Fe(100) single-crystal surfaces", Phys. Rev. Lett. 62, 819 (1989).

11. M. R. Scheinfein, J. Unguris, R. J. Celotta and D. T. Pierce, "Influence of
the surface on magnetic domain-wall microstructure", Phys. Rev. Lett. 63, 668
(1989).

12. A. Hubert, "Blochwinde in dicken magnetischen Schichten", Z. fir angewandte
Physik" 32, 58 (1971).

13. A. Aharoni and J. P. Jakubovics, "Magnetic domain walls in thick iron films",
to be published.

14. A. Aharoni and J. P. Jakubovics, "Structure and energy of 900 domain walls in
thin ferromagnetic films", IEEE Trans. Magn., in press.

15. C. H. Stapper, "Micromagnetic solutions for ferromagnetic spheres". J. Appi.
Phys. 40, 798 (1969).

16. A. Aharoni and J. P. Jakubovics, "Cylindrical magnetic domains in small ferro-
magnetic spheres with uniaxial anisotropy", Phil. Mag. B 53, 133 (1986).

17. A. Aharoni and J. P. Jakubovics, "Magnetization curves of small isotropic
spheres", J. Appl. Phys. 57, 3526 (1985).

18. A. Aharoni and J. P. Jakubovics, "Approach to saturation in small isotropic
spheres", J. Magn. and Mag. Mater. 83, 451 (1990).

19. A. Aharoni, "Some recent developments in micromagnetics at the Weizmann
Institute of Science", J. Appl. Phys. suppl. 30, 70S (1959).

20. M. E. Schabes and H. N. Bertram, "Magnetization processes in ferromagnetic
cubes", J. Appl. Phys. 64, 1349 (1988).

21. Y. D. Yan and E. Della Torre, "The switching mechanism in BaFe particles",
IEEE Trans. Magn. 25, 3464 (1989).

22. M. E. Schabes and H. N. Bertram, "Ferromagnetic switching in elongated
- -Fe2 0 3 particles", J. Appl. Phys. 64, 5832 (1988).

23. M. E. Schabes and H. N. Bertram, "Magnetization reversal of cobalt-modified
-r-Fe2 0 3 particles", J. Appl. Phys. 67, 5149 (1990).

24. M. E. Schabes and H. N. Bertram, "Effects of applied field inhomogeneities on
the magnetization reversal of elongated y-Fe2Os particles", IEEE Trans. Magn.
25, 3662 (1989).

25. Y. D. Yan and E. Della Torre, "Modelling of elongated fine ferromagnetic par-
ticles". J. Appl. Phys. 66, 320 (1989).

267



26. M. Labrune and J. Miltat, "Micromagnetics of strong stripe domains in Ni'Co
thin films". IEEE Trans. Magn., in press.

268



DOMAIN WALLS AND WALL STRUCTURE

Floyd B. Humphrey

Boston University
Department of Electrical, Computer and
Systems Engineering
44 Cummington Street
Boston, MA 02215

The concept of a magnetic domain wall is as fundamental to the domain
theory as the domains themselves. The original formulation of what we now
call a Bloch Wall assumed an infinite sample, an energy of both exchange and
anisotropy and recognized that the lowest energy would be when the
demagnetizing field across the wall was zero. Straight forward energy
minimization using the Ritz method calculated a finite, stable transition region
between domains. The width of the wall was when the the exchange energy
just balanced the energy from anisotropy. The total energy was the sum of
these two equal parts. The theory seemed clear, complete(l).

Some twenty years later, it became clear that the infinite sample
assumption was in trouble. Films of vacuum evaporated Permalloy were made
that were clearly too thin to contain walls because of the high demagnetizing
energy at the surface(2). These "single domain" films did, indeed contain
walls that could be easily detected by the Bitter Colloid technique. Calculations
by Neel had already solved the problem by proposing a wall that rotated in the
plane of the film confining the demagnetizing field to be across the wall(3).
This Neel wall was stable in films as their thickness approached zero as long as
the film was large enough to support the ever widening wall(4). When the
energy of the Neel wall as a function of film thickness was compared to that of
the Bloch wall, it was found that the transition between the two was for a film
thickness of a few hundred angstroms. Below this transition, the Neel wall was
energetically more favorable and above, the Bloch wall was more favorable.

The thickness, in Permalloy, of the Bloch-Neel wall transition was very
fortuitius from an experimentalist point of view. It was at a thickness where
domain walls could be seen quite well with the electron microscope using out
of focus Lorentz imaging techniques. In this thickness range, the wall
changed from one type to the other along the wall. Called cross-tie, these
investigations were the first into wall structure(5). Unfortunately, The
structure existed only over a rather narrow thickness range so that the more
global effects of wall structure could not be realized. It was clear, however,
that the effect of a finite sample on a Bloch wall could not be ignored.
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Computers became available for modeling magnetic structures. A field free
calculation of a Bloch wall in static equilibrium was made that avoided the
demagnetizing energy at the surface by creating a vortex in the plane normal
to the wall and surface(6). The flux of the center of the Bloch wall was "closed"
by this circulation of flux either to one side of the wall or the other. At the
surface, the magnetization would be parallel to the surface and perpendicular
to the plane of the wall pointing one way or the other depending on which
side of the wall the vortex happened to be.

(p Bloch Line with Bloch .ine %N ithtiu
S%(ich Cap Switch (all s itch

Fig. 1. Schematic of field free Bloch walls: 01, 02 down chirality; 03, 04
up chirality; 01, 03 vortex right; 02, 04 vortex left. Transition TI is
between 01 and 02; T2 between 01 and 03 and T3 between 01 and 04

All the possibilities for a field free Bloch wall(7) are shown in Fig.IA.
Consider the little structure labeled 01. It illustrates a cross-section of an in-
plane material at a Bloch wall. The sample, confined between the two
horizontal lines, is magnetized into the paper on the left and out on the right.
The Bloch wall between the two must have a chirality, i.e., a direction of
rotation. For this wall it is clockwise when looking at the wall from the left.
The chirality is indicated by the large arrow in the center pointing down
showing the direction at the magnetization of the center of the Bloch wall.
The small arrow to the right pointing up indicates the direction of the vortex
flux and that the closure is on the right side of the wall. On the top surface
(and, of course, on the bottom not shown) the vortex forces a little band of
magnetization along to be magnetized normal to the wall in the direction of
the vortex flux as shown. This stripe is shown white to indicate that an
observation of the surface using the Magneto-optic Kerr Effect with the light
incident normal to the wall has the analyzer adjusted to light. This same wall
could have the vortex on the left side as shown in 02. Of course, the wall could
have had the opposite chirality with the vortex on the right as shown in 03 or
with the vortex on the left as shown in 04. These are the only possibilities for
an arbitrary wall.

Transitions from one wall type to another are possible to predict as is the
surface magnetization configuration that should be observed. If the wall
starts as 01 and along the wall the vortex changes side to an 02 wall, then the
transition should look like Ti of Fig. lB. The cap should switch from white to
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dark because the direction of the vortex flux reverses. Since the thickness of
the Bloch wall part is much greater than the surface Neel part of the wall (the
illustration is not to scale), a continuous wall can be expected forcing the cap
to show a jog. If wall 01 changes to 03 the vortex stays on the same side so no
jog is expected but the cap does switch because of the change of sign of the
vortex. A Bloch line is the general name for the structure that must exist
when walls of opposite chirality meet. There is a vertical Bloch line (VBL)
under the surface at T2. The BL is vertical to mean that the whole wall
changes chirality at that place through the thickness of the sample. Finally,
if 01 changes to 04, the vortex changes side producing a jog but without a
contrast change because the chirality also changed. Again, there is a VBL
under the surface.

freewal It

pinned "

012- 0O- 1

Fig.2 (a) High resolution Kerr magneto-optic micrograph in an
amorphous ribbon and, (b) schematic of a with wall sections and
transitions identified

Using a high resolution optical microscope equipped with an image
enhancement system(8) to observe the Longitudinal Kerr Effect, these
structures have all been recently identified in amorphous FeCoSiB ribbon. A
section of two walls can be seen in Fig. 2A. Since the microscope is set to
resolve the magnetization that is normal to the walls (vertical), the domains
with magnetization along the walls are the same shade of gray. A schemaic in
Fig. 2B identifies the walls and transitions.

One of the walls in Fig.2A looks and is twice as wide as the other. This wall is
the result of annealing the film with wall in place(9). The anisotropy
created by this annealing assumes the direction of the magnetization at the
time of the anneal. Since the wall has a twist, the anisotropy assumes a twist.
The wall is now pinned and will not move when small fields are applied. Since
the anisotropy axis is in the shape of the wall, the anisotropy energy should be
very low since the i..,gnetization is everywhere along the anisotropy axis.
The exchange energy, to balance the anisolropy, widens the wall. Since
exchange energy is very nearly proportional to distance across the wall, the
wall looks twice as wide.
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A quasi-wall is a boundary between two domains with their magnetization
in the same direction. Having a pinned wall makes the creation of quasi-walls
relatively easy. Figure 3 is a Kerr micrograph of a quasi-wall under various
conditions. The exact structure of the quasi-wall will depend upon how it is
formed. Normally a free wall will approach a pinned wall. The resultant will
depend upon their relative chirality, i.e., whether they form a winding or
unwinding pair. The relative side of the vortex will also make a difference, i.e.,
do their vortices meet first or not at all. At this time, no one has unraveled
these details for these quasi-walls.

Fig. 3 Kerr magneto-optic micrograph of, (a) quasi-wall; (b) pinned
wall with 2 VBL's, quasi-wall and normal wall; (c) pinned wall with
VBL, quasi-wall and normal wall; and (d) pinned wall with VBL, quasi-
wall, and normal wall with cap switch

Magnetic material that is spontaneously magnetized perpendicular to the
surface adds a new twist to the wall(1O). Bubble garnet material is a good
example of this kind of material. The surface stray field creates a strong field
across the wall that reverses direction in the center of the sample to be in the
opposite direction at the other surface. This field puts a twist in the wall as a
function of thickness through the material as illustrated in Fig. 4A. Of course ,
there is always the opposite chirality as seen in Fig. 4B. Also there is still the
rotation of the magnetization associated with a Bloch wall. The static Bloch
wall in bubble material is illustrated in Fig.4C. Each twist is only correct along
the center of the wall in each direction. The chirality of the wall is still
determined by the center "spin" as before indicated by the black arrow. A
change in chirality creates a VBL . The structures have been more extensively
studied in this material than in the planer materials because of the profound
effect the structure has on the dynamics of the walls.

In magnetic bubbi memories, the expectation is that the bubble domain
will be translated by gradient fields in the direction normal to the surface
created by an overlay of planer material driven by a rotating in-plane field.
The desire and expectation was that the bubble domains would be reproducible
and easily pushed around. It was found that some bubbles did not move
because their walls were filled with VBL's. Fortunately, ways were found to
kr :p the number small so that the memory could be made to work. Even so, a
small number of VBL's can make a large effect on the direction the bubble
moves in respect to the direction of the gradient. Since VBL's are a rotational
structure, they have a chirality. A pair of the same chirality VBL's can
change the direction of motion of the bubble domain by 10-20 degrees whereas
a pair with opposite chirality will make no change at all. An unwinding pair,

272



i.e., a pair with opposite chirality, can make the bubble domain move even
after the gradient field is removed. Winding pairs are so stable that they are
the basis of an attempt to make a computer memory where the information is
stored in the form of VBL pair or no-pair for a "one" or "zero".

I>

a C

Fig. 4 Domain wall in material magnetized normal to the plane of a film
(a) twist caused by the stray field from the surface domains (b) opposite
chirality and (c) Bloch wall

Horizontal Bloch lines are mostly associated with moving walls since most
are statically unstable(11). Remember that a cross product is in the equation
of motion for the magnetic system. Therefore, a field applied to move a wall
couples only to the magnetization in the wall since the magnetization in the
domains is parallel to the field (MxH=O). A field applied to bubble material will
cause a precession in the wall in the direction of the twist shown in Fig 4A.
This precession will take one surface to the equilibrium of the opposite
chirality wall. The two sections of wall with opposite chirality satisfy the
definition of a BL but this time a horizontal Bloch line. It's horizontal to
indicate that it runs along a wall rather across it dividing the sample through
the thickness. As the wall continues to move, the HBL continues to move
through the thickness confining the rotation to a limited area. When it
reaches the opposite surface, the spins there make a 2pi rotation. A new HBL
starts at that surface to move in the opposite direction through the sample.
This motion of the HBL hinders the motion of the wall. Whereas walls in
planer material have a linear mobility, i.e., they move proportionally faster in
higher field, walls with HBL's have a very limited linear mobility assuming a
velocity that remains unchanged for orders of magnitude increase in field
amplitude.

A wide variety of horizontal wall structure has been identified mostly by
observing the motion of the wall. For instance, when the HBL reaches the
opposite surface, the spinning of the surface magnetization during "punch
through" can stop the wall for a short time. This process is very surface
sensitive so that slight surface modification by ion implantation can inhibit
punch-through. When the HBL gets to the "far" surface, it continues to wind
up becoming a 2pi HBL(12). The 2pi and multiple 2pi structures are statically
stable, however, most samples are quickly filled with this windup. Similar
structures have been seen in computer simulation but not confirmed
experimentally. An HBL can also be created by a modest in-plane field on the
wall. By comparing the velocity of the normal and structured wall, the
chirality of structureless bubble domains can be determined.

Bloch points are the result of topological arguments. There is a clear need
for something like them to explain various experimental results but no
experiment has directly confirmed their existence. They also seem to fit the
other structure. A domain wall is a transition between two oppositely
(differently) oriented domains. A Bloch line is the transition between regions
of opposite chirality within a wall. it seems reasonable that a Bloch point
should be the transition between two sections of opposite chirality Bloch lines.
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They are needed to provide a mechanism for the loss of VBL's in the wall.
Bloch loops can create VBL's but cannot destroy them. A +/- VBL pair will
annihilate. Once a winding pair, either +/+ or -/- is in a wall, there is no
mechanism for their removal without using a Bloch point. By observing the
motion of bubble domains in a rotating gradient experiment, for example, it is
clear that changes are made. The most reasonable mechanism involves the
nucleation of a Bloch point. When it moves, it changes the chirality of the BL.
The resultant +/- pair can then annihilate. With the recent interest in the
VBL memory, there is a renewed interest in Bloch points because they hold the
key to the stability of the memory.

Summery

Domain walls are fundamental to the domain theory of magnetism but that
does not mean that they are simple. The shape and structure that they take
depends on the material and geometry. The chirality of walls is important.
Wall structure exists to match chirality changes in the form of Bloch lines.
Vertical Bloch lines move along walls pushed by gyrotropic forces. Horizontal
Bloch lines dominate the dynamic characteristics of walls in some materials.
Although it was once felt that wall structure was confined to very thin planer
material and perpendicular material, it's now clear that "bulk" material has
it's share of structure. The idealized Bloch wall is useful as a concept but when
details are needed, expect something much more complicated.
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ABSTRACT

The domain wall multiplication in the amorphous alloy
Fe8 1B1 Si3C2 is investigated as a function of stress and temperature.
Optical observations of the domain pattern, performed in conjunction
with a.c. permeability measurements, show that new 180°domains grow from
small nuclei where the local stresses are frozen-in during the rapid
quenching. Such instability of the domain structure is compared with the
intrinsic dynamic instability of a single domain wall.

INTRODUCTION

It is well known that multiplication of domain walls takes place in
ferromagnetic laminations when, under alternating fields, critical
conditions for the amplitude of the wall displacement are obtained 1,.
Such an effect can be ascribed to two different types of processes.
First, a wall driven beyond a certain critical velocity becomes
intrinsically unstable, because the pressure exerted by the eddy current
ield cannot be sustained any longer through bowing of the wall profile
• This process is strictly related to the value of the wall surface

energy J 0 . Second, domain nuclei, related to defects and local
stresses, can grow and develop into extended active domains. A
qualitative description of these two processes is given in Fig.s la and
lb.

In a preceding paper 4 we performed an experimental investigation on
the intrinsic instability of the domain wall, by means of an optical
melhod. This method is based on the measurement of the absolute maximum
displacement that a wall, oscillating under an a.c. driving field, can
attain before breaking down. It permits one to determine the specific
wall energy y0 .

In this paper we concentrate on the role played in wall
multiplication by domain nuclei, through experiments performed under
different conditions of stress and temperature. We find that the
critical field Hci at which new domains are generated from existing
niclei is in general smaller than the field He2 at which intrinsic
domain wall instability takes place. However, by increasing the applied
tensile stress Hcl tends to increase, for nuclei tend to disappear. A
similar effect is observed after annealing.
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Fig. 1. la) Schematic representation of domain nuclei (A and B).
They give rise for H > H c to four moving walls.
Ib) Critical bowing of a domain wall. A new domain
enucleates when H > Hc2 .

EXPERIMENTAL SETUP

The measurements were performed on amorphous ribbons of
Fe 8 1 B1 4 Si C2 hiving a length of 130 mm, a width of 5 mm and an average
thickness o 38 Pum. In order to create a very regular domain pattern,
the sample was subjected to a minimum tensile stress of 210 MPa and
systematically demagnetized, through a quasi-static procedure, before
each run. A sinusoidal field H, ranging in amplitude between 0.1 and 100
A/m and in frequency between 1 kHz and 50 kHz, was applied. Computer
assisted data acquisition was made by two digital multimeters
respectively for the applied field H and the induced signal dB/dt.

The measuring temperature ranged between 20 C and 250 C. Room
temperature permeability measurements were associated with Kerr-effect
optical observations of the domain pattern, in order to relate the
Plectrical signal to the number of active domain walls.

0.5

(T) 04 F =10kHz /
CF = 325 MPa

0.3 ,o

02 - 000&

0. ̂  - o0CP 0 n , -

0 20 40 60 80 100
H(A/m)

Fig. 2. Dependence of peak induction B on the dri~ing field
amplitude H, in correspondence of three different initial
domain patterns: & 4 walls, 1 6 walls, 0 10 walls,
The magnetizing frequency is 10 Khz. The final number of
walls is 10.
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RESULTS

Domain wall multiplication in the investigated sample can be clearly
recognized through the B vs. H behavior reported in Fig. 2. Let us
consider the lower curve (black triangles). As demonstrated by
simultaneous Kerr effect observations, an initial domain pattern,
characterized by four 180' Bloch walls, evolves, upon increase of the
driving field amplitude, towards a final state with ten walls. An abrupt
change of slope above a certain threshold field H - 38 A/m can be
noticed. This corresponds to the full development o a nucleus into a
new 180°domain. A very same effect can be put in evidence when we start
with six Bloch walls (open triangles). This is not the case when we
operate in order to keep a constant number of walls everywhere (open
circles, ten walls). It should be stressed that, were in this case the
maltiplication due to the intrinsic wall dynamic instability, it would
have required a much larger critical field H 2 z 80 A/m [4].

In Figs. 3 and 4 we have reported the B vs. H behavior at different
frequencies, in correspondence of two values of applied tensile stress
(T = 210 MPa and 6r = 325 MPa respectively). One can clearly see that
by increasing the applied stress the wall multiplication becomes
hindered, because the nucleation centres tend to disappear. A similar
effect takes place upon annealing, as shown in Fig. 5. Again, by
relaxing long range residual stresses the number of nuclei is reduced
and the critical field increases. The role of temperature has been
investigated on the annealed samples. In Fig. 5 we report the B %s. H
behavior determined at T = 158 C. From this and other experiments we
conclude that domain wall multiplication is enhanced by temperature.
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0 0 0 0 0 0
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0 0

0 0 0 0 00.2 0 0 0 0 0 0
0 0 0
00 0 0 0 

1 oo o 0
0 0 0

0 20 40 60 80 100
H (A/r)

Fig. 3. B vs H curves at different frequencies. C = 210 "(Pa.
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Fig. 4. B vs H curves at different frequencies. 325 MPa.
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Fig. 5. B vs H curves at 10 kHz measured on : A as cast ribbon at
room temperature, * annealed ribbon at room temperature,
- annealed ribbon at 158 C.

CONCLUSIONS

The domain wall multiplication caused by nucleation of domains from
existing nuclei has been investigated in the amorphous alloy
FepB 4Si3C . It is shown that the critical field Hc, above which new
walls become active is generally smaller than the critical field Hc2 at
which intrinsic inst.Ability of a siigle domain wall occurs. However,
annealing and/or app~ication of a tensile stress tend to suppress domain
nuclei, therefor leading to an increase of Hcl.
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I. INTRODUCTION

This Advanced Study Institute is primarily concerned with magnetism in
small particles, thin films, interfaces ind multilayers. In other words, we are
interested in the effects of boundary conditions and low dimensionality on spin
systems. Before the dynamic magnetic properties of these structures can b-
understood, an older and simpler question often remains to be answered - Alsat
is the sptial arrangement of the spins at low temperatures on a nanometer
scale ? How is the three-dimensional vector field modified by the presence of
boundaries, defects and interfaces ? For bulk materials, we may similarly be
interested in the fine details of magnetic domain structure - for example in the
measurement of domain wall width, and in the mechanisms of flux pinning.

This article has two purposes. Firstly, we will provide a brief summary of
the transmission electron microscope techniques which exist for the spatial
mapping (imaging) of magnetisation in crystals, and outline the important
physical principles on which they are based. These methods are known
generically as "Lorentz microscopy", since, in a classical picture, all depend on
the effects of the Lorentz force. Applications of these methods will also be
described. Since other contributors have be.n commisioned to do so, we shall not
discuss the exciting recent developments in the scanning tunnelling
microscopy of magnetic materials, or the equally important spin-polarized
imaging using secondary electrons in scanning electron microscopy (SEMPA).
Secondly, we then summarise our recent research into a new method which
holds promise for imaging the domain structure of magnetic monolayers. By
allowing real-time recording of bulk samples, this method may also permit
studies of dynamic properties at high temperatures.

These various magnetic field imaging techniques may be classified
according to whether they require thin, electron transparent films for the
transmission geometry, or bulk samples for either the reflection geometry or
for the detection of back-scattered I or secondary electrons. Ultrahigh vacuum
conditions may also be needed for the study of magnetic monolayers prepared in
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surface science laboratories. We will restrict ourselves to those methods which
have been developed for use in modified transmission electron microscopes. The
most important modification is the creation of a field-free region around the
sample. (Conventional transmission electron microscopes operate with the
sample immersed in a field of about 2T). This is easily achieved in older TEM
instruments where the objective lens may be switched off. The diffraction lens
can then be used to form a low magnification image of the sample. On modern
machines where microprocessors are used to control all the lens currents,
extensive modifications may be neccessary. A controllable transverse field at
the sample level is also desirable for dynamic magnetisation experiments.
Convenient do".ble-tilting transmission heating stages capable of heating
samples up to about 10000 C while retaining an alignment precision of less than
a milliradian have also become available recently for the first time, and will be
useft for the study of magnetic phase transistions. Video-rate recording
systems with image intensifiers are also now available commercially for TEMs.

Since some of the most important results have come from comparisons of
crystallographic and magnetic microstructures, atomic resolution transmission
electron microscopy (and diffraction contrast imaging) may also be needed.
This is particularly important for research on flux pinning mechanisms, on
small particles, and on multilayers. In multilayers the important question arises
as to how the multilayer crystallographic structure influences the magnetic
domain structure, and how this differs, if at all, from that of a random
substitutional alloy. As an example of the contribution which high resolution
electron microscopy can make , figure I shows a non-magnetic multilayer film
under development for possible application as an X-ray mirror . The crystalline
silicon substrate can be seen, together with alternating layers of Mo (darker
fringes) and amorphous silicon. This image was taken on an atomic resolution
transmission electron microscope. As discussed below, contrast in the thinnest
regions results from phase changes in the electron beam, and is proportional to
the projected electrostatic crystal potential V(x,y). In ferromagnetic materials,
an additional weaker phase shift due to the magnetisation of the crystal would
be superimposed on this electrostatic contrast. The interface abruptness can be
estimated on an atomic scale from these images, which were recorded on a JEOL
4000 transmission electron microscope (TEM) , with a point resolution of 0.17
rim.

Several reviews of the TEM imaging of magnetic materials have appeared
recently 3, 4, 5

2. INTERACTIONS AND CONTRAST MECHANISMS. AHARONOV- BOHM

The formation of a high resolution image which can be simply related to
the strength and direction of the total magnetic field B within a crystal
requires at least the following : (a) A strong interaction between B and the
imaging radiation, (b) A convenient lens, or a sufficiently coherent radiation
source to allow holography. (Incoherent projection imaging methods are
limited in resolution by the available detector resolution). (c) A method of
three-dimensional reconstruction of the vector potential A from the projection
of one component of A which imaging systems provide.

Neutrons rssess a usefully strong magnetic interaction, however despite
active research, convenient lenses have yet to be developed. (If based on the
Fresnel zone plate, the lens resolution would be equal to the width of the
smallest (outermost) zone). For X-rays, however, the direct magnetic interaction

is extremely weak. (X-ray topogi.,phic images do not show 180o domain walls).
The projection problem for vector fields is particularly difficult, and no
succesful three-dimensional reconstructions of this have yet been reported.

Field emission electron sources are the brightest particle sources known
to physics. Since brightness may always be exchanged for coherence, these
sources therefore allow holography experiments to be conveniently
undertaken. Detectors with a quantum detective efficiency close to unity are
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Figure I. High resolution transmission electron micrograph of a an Mo/Si
multilayer grown on (100) crystalline silicon. The silicon (111) lattice fringes
can be seen (spacing 0.311 nm). Darker layers are Mo, lighter layers are
amorphous silicon.

available for electrons. Magnetic electron lenses are now commercially
available for electrons whose energy is a few hundred kilovolts with a
resolution as small as 0.17 nm. Also for electrons, the classical Lorentz force
provides a usefully strong magnetic interaction. For the quantitative analysis
of magnetic contrast images at high resolution, however, the equivalent
quantum mechanical interaction is required. We now discuss the relationship
between these two descriptions of the interaction, since this forms the basis of
all electron microscope magnetic contrast imaging methods which use
polarization insensitive electron sources and detectors.

Consider a collimated (plane-wave) electron beam traversing a thin
magnetised slab of single crystal of thickness t , as shown in figure 2. Radiation
from S passes through the crystal at A to the detector at D. If m is the electron
mass, X, its wavelength, e the electronic charge, V = V(r) the crystal electrostatic
potential in volts, E0 the accelerating voltage, A the vector potential (with B =

curl A) and p the beam electron's momentum, then the Hamiltonian describing
the interaction of the beam electron with the crystal potential is , in S.I. units,

H =-(p+eA)2-eV

As discussed in section 5 this interaction, when used in the Schroedinger
equation, leads to a "transmission function" for the incident electron beam of
the form

x (x , y , t) exp(z - (x7r2ydezA,(xz , , Of

where h is Planck's constant. For a very thin sample (less than 20 nm thick in a
200Kv electron microscope) equation 2 gives the wave-function across the
downstream face of the sample. We conclude that thin TEM samples of magnetic
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Figure 2. The geometry of Lorentz microscopy and interferometry exper-
iments. S - electron source. D - electron detect,.~. The path of the integral
in equation 3 is SADG. A simple domain wall (D.W.) is also indicated, with two
possible magnetisations.

materials are phase objects, in which the spatial variation of phase contains a
large contribution from the projected scalar electrostatic crystal potential and
(even for ferromagnets) a smaller contribution from the vector magnetic
potential. For a foil thickness of about 10Onm as used in the DPC method (see
section 4), phase changes due to the magnetic interaction alone of up to 15
radians are common, so that the first-order expansion of equation 2 (the "weak
phase object" approximation) cannot be made.

It is this wave-function x( which is imaged by the electron lenses in a
high resolution electron microscope. In order to convert this phase variation
into an intensity variation, any of the methods of optical phase contrast
microscopy may be used. In conventional high resolution lattice imaging (e.g.
figure 1), a special choice of objective lens focus deficit is used, so that the
image becomes an in-line, bright field hologram. By introducing aberrations
and a diffraction limit, these lenses also limit the resolution of the image to
about 0.2 nm. Since the first term in equation 2 is much larger than the second,
under high resolution imaging conditions where many Bragg beams contribute
to the image we see only a projection of the electrostatic crystal potential V. If
the resolution of the microscope is limited, however, by usine a small central
objective aperture to exclude Bragg diffracted beams, the fine lattice periodicity
in V(xy,z) may be surpressed, leaving contributions only from the second
(magnetic) term, from thickness variations, and from the effects of bending on
the local diffraction conditions. At large deficus, the magnetic phase change
produces the characteristic fringes at domain boundaries which form the basis
of the Fresnel method. We note that the electrostatic and magnetic contributions
to the phase of the electron wave-field can be distinguished if the sample
magnetisation is reversed (for example by inverting the sample).

The first (electrostatic) term can be written in a similar form to the
second (magnetic) term, since, if r represent time, and T is the time taken for
the electron to pass through the sample at velocity v,
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We shall also be discussing off-axis electron holographic methods for
obtaining magnetic contrast. For this purpose. the phase shift between the ray
SAD and the reference wave SGD shown in figure 2 is, for a constant magnetic

field B =Bo 6),

AO =2e f A. d 1= 2 fB ds 2nrxe B. 3

Here Stokes' theorem has been applied to the integration path SADGS, which

encloses flux (p . Since the integral of the tangential component of a gradient
around a closed path is zero, the gradient of any scalar function may be added to
A without changing AO, and this observable is therefore gauge invariant. The
Aharonov-Bohm paradox ar'ses if a .ompact solenoidal field is placed Detween
the ray paths. Then the rays may pass in regions where B = 0, but A:1,0. A phase-

shift is nevertheless observed experimentally 7
The deflection of the ray AD at z = t in figure 2 is thus

;XAO -te B 4

2rx h

The hyperbolic wavefront PQ is seen to suffer a local deflection a. This is the
same deflection which would be calculated using the classical Lorentz force law.
For t = 200nm, a = 0.2 mRad for a typical ferromagnetic material irradiated by
100 kV electrons. This is considerably less than the Bragg angle. Internal
magnetic fields within a crystalline sample containing many domains therefore
produce fine structure ( spot splitting) in transmission electron diffraction
patterns. It is large enough, however, to alter the local diffraction conditions
(i.e. the Ewald sphere orientation) of the electron beam. This provides the
second important source of contrast in crystalline magnetic materials. A beam at
the Bragg condition in one portion of a crystal (and hence causing that portion
of a bright-field image to appear dark) may be deflected out of the Bragg
condition by local magnetic fields in anotiher, causing it to appear bright.

For thin samples containing a spatially varying field By(x) (see figure 2)

the variation of phase across the downstream face of a sample of constant
thickness t between points x I and X2 is given by

AO (x) h B 5x 5
h

The effect of a domain wall (D.W. in figure I) is therefore akin to that of a
Fresnel biprism in optics. Note, in particular, that if the integral had been taken
along a line of B (i.e. in the y direction), then AO = 0. This result is used to
interpret finges in the electron holography method. In case I in figure 2,
electrons passing through the domain whose magnetisation runs in the y
direction will be deflected in the x direction, and so overlap with those
deflected in the opposite direction which have passed through the other domain.
The resulting interference fringes observed at large defocus delineate the
domain boundary by a bright fringe, and form the basis of the technique of
Fresnel mode Lorentz microscopy (for a review, see Jakubovics 1975). In case 2),
a deficiency of intensity is produced. This method is the simplest method of
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obtaining contrast from magnetic structures in a TEM. Because ot the large
defocus and high coherence required, however, the images are faint (unless a
field-emission gun is used) and show poor resolution. A considerable amount of
work has been devoted to the problem of extracting the variation of magnetic
induction from these Fresnel fringe images (see for example 8 ). The number
of adjustable parameters in such a "refinement" can become rather large,
however. These include defocus setting, thickness t, magnetic field model
parameters, magnification, field strength, inelastic scattering parameters etc.
The method has therefore proven to be useful mainly for qualitative work. In
the related Foucault mode, a half-plane objective aperture is used to produce in-
focus phase contrast. This method complements the Fresnel mode in that, unlike
the Fresnel mode, it provides a level of contrast which varies with the mean
direction of magnetisation in the sample. Both therefore provide simple and
useful qualitative imaging techniques for magnetic materials in TEM
instruments. For both, the relationship between magnetisation and image
intensity is highly non-linear (see figure 5). In general, while a knowledge of
the sample magnetization fixes A0(x,y), the inversion is not unique.

3. ELECTRON INTERFEROMETRIC TECHNIQUES

Gabor's original proposal for holography described a system for electron
(not optical) holography. While initially overshadowed by the spectacular
successes of optical holography, work on electron holography has nevertheless
continued steadily for over thirty years. Whereas most of this has been aimed at
improving atomic resolution images of the electrostatic potertial, it is ironic
that perhaps the most successful results to date have come from the application
of electron holography to the imaging of magnetic structures, as first suggested
by Cohen 9. Dramatic results have appeared over the last decade from at least
three groups, in Bologna, Tubingen and Tokyo (Hitachi),. This has been chiefly
due to the recent development of stable fied-emission electron gun,. for TEM
instruments. (These were previously available only for ultra-high vacuum STEM

machines). The field of electron holography has recently been reviewed 10. The
field-emission gun provides sufficient coherence and intensity to allow the
recording of as many as 500 fringes in a few seconds onto film. The finest
fringes so far recorded appear to be less than I nm, however other material's
dependent factors limit the resolution of the method for magnetic samples, as
further discussed below. For good separation of the real and conjugate images
one requires a carrier frequency about three times higher than the highest
spatial frequency of interest in the image. The magnetic lenses of the
microscope provide some magnification, and, if the reconstruction is completed
using laser illumination, a further magnification equal to the ratio of the
electron to laser radiation vavelengths is obtained. The use of an electrically

charged fine wire beyond the sample as a beam-splitter I has now become
established as the most versatile and convenient experimental arrangement.
(Amplitude division of wavefront, using a thin crystal at the Bragg condition,
has also been used 10). By placing this wire between two grounded vertical
plates in the selected area aperture position, an electron biprism is created. The
sample is then illuminated by two virtual point sources. Intepretation is greatly
simplified, however, if it is also arranged for one of the incident waves to pass
only beyond the edge of the sample 12. The result may then be interpreted as an
off-axis electron hologram. Then, if the film detector is arranged to be
conjugate to a plane a distance Af beyond the lower sample surface , the
wavefield beyond the sample where the two wavefields overlap is

Vl(x,y)=x ,(x ,y,t +I )+exp(- 2 xTx 6

Unit magnification has been assumed, and X',tf is related to X by the Fresnel
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free-space propagator Here s is related to the voltage on the hiprism, and so
is under the control of the experimcnter. Informatio7 on the spatial variation of
the magnetic potential is thus encoded in the intensity variation of the fringes
TWP*.

From equation 3 we see that the Nhase shift between the transmitted
wave and the reference wave will be 7T if the encloed flux amounts to h/2e =

4.13 X 10-15 Wb, or one quantum of flux (one fluxon). ("Phase amplification" by
n is also possible, in which fringe maxima are produced for every change of

h/ne in enclosed fluxl 2 ). The reconstructed holograms show contour map.: of
the phase variation AO) in the spe imen. Changes of 2Tr typically occur over
dist-nce, of about 50 nm. As discussed following ,aation 5, these contours may
be interpreted directly as magnetic lines of force, since the phase change
along them is zero . Unfortunately, what is imaged in both the holographic and
DPC methods is the total ficid B, including stray fields outside the sample (I1 is
not neccessarily zero outside a ferromagnet) rather than the desired
magnetisation N1.

Figures 3 and 4 show examples of recon.tructed holograms for a sinal!

cobalt particlt , and for a cobalt magnetio, 1-ccording medium on which digital
bits have been recorded 15. The cobat film thic!-ness was t = 45 nm, and the bit
length 5 microns, with Mr = 890 G and Hc 340 Oe. Leakage fields outside the

100

Figure 3. In-focus image (left), phase cootrast, reconstructed hologram
(middle) and original interferogram (right) from a truncated tetrahedral

particle of cobalt with (111) faces 14

film (on is side) are seen above figure 4(a). Frim this work it was confirmed
that the width of the transition region was proportional to Mr t /H c In figure 3
are seen the interferogram and recons'ructed hologram from triangular cobalt
particles. The inierferogram can be used to show that the magnetisation runs
anticlockwise in (b) (particles with clockwise magnetisation were also found).
From the known shape of the particles, it could be concluded that the outer
fringes in 3(b) are due to thickness changes, and the in-tr to magnetisation. It
is postulated that at the central point the dipole moment is vertical. A cross-tie
domain wall has also been imaged by this method (and compared with Lorentz

images) in a thin film of Permally 12. Single fluxons have been imaged
entering the surface of a superconducting lead filhn 12 The method is thu, a
quantitative one since, it the sample thickness is accurately known, absolute
values of flux density (averaged through the sample thickness) may be
,etermined. Against this important advantage ,wer the Fresnel and Focault
methods must be set the disadvantage that, in order to obtain an unobstructed
reference wave, only sample . 'ions near an edge may be studied. In thicker
samples, inelastic scattering also reduces fringe ct-,trast.
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Figure 4. The upper figure shows the reconstructed phase-contrast hologram
of a thin film of cobalt, on which has been recorded alternating "bits"
of magnetisation (shown by arrows). The upper fringes are stray fields beyond
the edges of the "tape". The lower figure shows the corresponding Fresnel

15
image

Field-emission TEM instuments are now available commercially for this

work, at a cost of over $106. Some must be modified by the installation of a
biprism, and facilities provided for eliminating the objective lens field. A
controllable transverse field may also be required at the sample, and a heating
stage is desirable. As an alternative, an instrument which uses an electrostatic

objective lens and a field-emission gun has also been built 6 These workers
have pointed out that, if a minimum detectable phase shift of 2,r/100 is assumed,
equation 3 suggests that the lateral resolution will ultimately be limited by the
weakness of the field in the sample and the noise properties of the electron
image recording, rather that the resolution of the electron microscope.

4. DIFFERENTIAL PHASE CONTRAST (DPC) IN STEM

While the reciprocity theorem of optics ensures that both the Fresnel and
Foucault modes of Lorentz microscopy may be employed in a Scanning
Transmission Electron Microscope (STEM), these instruments also offer new
possibilities for phase contrast imaging. The most successful for magnetic

materials has been the DPC mode 17, based on the use of a quadrant detector 18
In STEM, a sub-nanometer sized probe (generated by a field-emission gun) is
scanned over a thin sample, and some portion of th: transmitted intensity is
then used to form the scanning image. In the DPC mode an axial circular
detector is used, divided into four quadrants, and the image formed from
differences between the signals arriving at opposite sectors. For example,if the
quandrants are labelled A,B,C,D (clockwise), then the signals X = (A+B)-(D+C)
and Y = (A+D)-(B+C) give difference signals measuring the x and y field
components running normal to the cut in the detector. For normalisation, these
may each be divided by the total signal (A+B+C+D). The resulting signal will
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normally he zero, unless an internal magnetic field is present to deflect the
beam slightly over the detector. The difference signal X, for example, can be
seen from geometrical optics to be proportional to a, and hence to By(x) from
equations 4 and 5 (and similary for Y, which gives B, ). Care must be taken,
however, to ensure accurate "de-scanning", so that the diffraction pattern does

not move due to the scan displacement of the probe. A fuller analysis 1 based
on the wave-optical formulation of phase-contrast image formation for a pair
of semi-circular detectors shows that the difference signal is proportional to
the gradient of the sample phase function AO(x) taken in the direction normal to
the cut in the detector. Thus if the detector cut runs in the v direction,

d __ _2iretB (x) _ra 7

Ox h X

In a digital STEM s.stem all four signals may be processed and displayed
simultaneously, or stored. Thus it is possible in DPC to obtain a map of the two-
dimensional (x and y) vector field, projected through the sample.

This important result indicates one of the main advantages of the DPC
method by comparison with Fresnel and Focault methods - its linearity. It can

be shown 19 that the ideal DPC detector is a first moment detector whose
response is proportional to spatial frequency. Such a detector gives a linear
image whose intensity is proportional to the phase gradient (and hence to By(x)),

even for the "strong" phase object of equation 2. For more practical quadrant
detectors, nonlinear effects even in strong phase objects have been found to be
appreciable only for very narrow domain walls in very thick samples, in which
the phase-gradient may change very rapidly. Figure 5 shows calculations
comparing Fresnel, Focault and DPC images for an assumed variation of
induction across a pair of 1800 domain walls, illustrating the linearity of DPC.
Note the similarity of the DPC image to By(x). In geometrical terms, non-linear
effects are found to be important if the Lorentz deflection exceeds about 20% of
the illumination half-angle 20. For very high resolution work the properties of
the probe become important, and deconvolution procedures must be considered.

Apart from its desirable linearity, the DPC method may be used in
thicker samples than the holographic method, since inelastic scattering is less
deleterious. It also allows real-time observation of a live image, without the
delays involved in holographic reconstruction, so that features of interest may
be sought before recording. Useful DPC images have also been obtained without
using a field emission gun on a conventional TEM instrument (with scanning

21attachment)
The DPC technique has now been applied to many materials, including

vortex walls in soft Ni-Fe-Co-Ti magnetic alloys 22 The subject of DPC imaging
in STEM has been reviewed recently . Figure 6 shows an example of the
reconstruction of a vector field map, obtained by DPC.

5. MAGNETIC CONTRAST FROM BULK SAMPLES IN THE REFLECTION GEOMETRY

In this section we consider an approach to the problem of imaging
magnetic domains on the surface of a bulk crystal. The techniques so far
described all require the use of thin films. If these are prepared from bulk
material, the magnetic domain structure may change during sample
preparation - for example any perpendicular magnetisation may be lost. While
no three-dimensional mapping techniques exist for bulk materials, their
surfaces may be studied in the Bragg (reflection) geometry in any modern
electron microscope. The experimental arrangement is similar to RHEED. By
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Figure 5. In (a) is shown the variation of induction across a pair of 1800
domain walls in a film of permalloy 12nm thick, according to one theoretical
model

(b) shows the calculated image in the Fresnel mode.
(c) shows the calculated image in the Focault mode.

35(d) shows the calculated differential phase contrast (DPC) image

j-,
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Figure 6. DPC vector map of magnetisation across a reversal domain in20
Co 8 5Pt 15  This vector image was obtained from two successive DPC images.

The detector has been rotated by 900 between images. Each image gives one
component (normal to the cut in the detector) of the field. The width of the
image is 4.46 microns.
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sclecting the reflected Bragg beam by passing it through a small aperture for
imaging, the mode known as Reflection Electron Microscopy (REM) is obtained.

The development of molecular-beam epitaxy and other controlled crystal
growth techniques has now made possible the fabrication of magnetic
monolayer systems on bulk substrates of great theoretical and practical interest,
which might be studied by this method. These low-dimensional spin systems
present challenging theoretical problems in electronic structure calculations,
such as the computation of spin-polarized photocurrents and magnetic
anisotropy . For device applications, the possibilities of developing "vertical"
magnetic recording media of very high density, and uses of the
magnetoresistance effect have both attracted considerable interest . Systems
such as Fe on Cu, Fe on Ni, Fe on Ag, Fe on Au, Ni on NaCI , Fe on W , Co on Cu and
Fe on GaAs have been extensively studied amongst others 24. The mechanisms of
monolayer growth have been studied by LEED microscopy (LEEM) and STM.
Magnetic properties have also been studied by photoelectron diffraction, Auger
spectroscopy, spin-polarized photoemission , SEXAFS and surface energy loss
spectioscopy.

An example of an REM image of GaP is shown in figure 7, and a fuller
discussion of this imaging mode (for non-magnetic materials) can be found

elsewhere 25. In surface science, spectacular REM "movie" images have been
obtained of surface phase transformations on the silicon (111) surface at 830 0 C
in an ultra-high vacuum electron microscope 26 We now wish to consider the
application of the REM method to crystalline magnetic materials, and assume
that a crystal surface has been prepared in situ, in which the magnetic domain
size is smaller than the crystal grain size. (For fine-grained bulk
polycrystalline magnetic materials this is not usually so, and the REM method is
therefore unlikely to be useful). An in-situ U.H.V. preparation chamber
attached to a TEM or STEM will therefore be required for experimental tests of

the following calculations 27
We are therefore led to consider the effect of the Lorentz force on the

25diffraction conditions of a beam in the RHEED geometry . For a 120kV electron
beam incident on Fe, the angular deflection along the beam path is about 0.4
mRad for a path length of 200nm, so that the corresponding change in
diffraction conditions may be considerable, leading to appreciable diffraction
contrast in an REM image. The effect may be enhanced at the surface resonance
condition. We now test this contrast mechanism, using detailed multiple
electron scattering calculations.

As a model system, we consider a monolayer of Fe on the (110) bulk GaAs
surface, with the electron beam at glancing incidence running approximately
along [0011 in the plane of the surface. If terms in the square of the small
vector potential A in equation I are neglected, the non-relativistic
Schroedinger equation becomes

&__In_ 27die
SVh + Eo0  + h A - W =0

We have shown elsewhere 28 that this equation may be solved by the multislice

recursion method 29 under the usual approximations if the "transmission
function" for a thin slice is taken to be

X = exp( o I (x, y,z z2deAzdZ 9
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Figure 7. REM image of a cleaved crystal of GaP. This was obtained on a
Philips EM400 TEM. Surface steps, and the image (and its mirror reflection) of
an opaque particle are seen. (courtesy of Dr. N. Yamamoto). The image is fore-
shortened in the beam direction by about 40.
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The first term is the conventional phase-grating term used in the multislice
algorithm - the second describes the effect of a weak magnetic field inside the
sample. The electron wavefield 4onI on the [0011 plane before traversing a slice

is related to that (P) after the slice by

~(N ,y Z ) = W , (< y Z.)X *P ( y ) 10

where P(x, y) is a free-space Fresnel propagation function

i ir (X2 + Y)_)
P ,y)= -- exp( X AZ

Az is the thickness of the slice, and the asterisk denotes convolution.
The results given below were obtained using the artificial s-,Perlattie

method for RHEED, as described in detail elsewhcre 30, where it is compareu with
other methods. Unlike differential equation, slice, or Bloch-wave methods which
assume perfect translational symmetry in the plane of the surface. our method
takes slices approximately normal to the electron beam (which lies almost in the
plane of the surface). The advantage of this approach is that discontinuities
such as surface steps, emerging dislocations, inclined stacking faults and
surface roughness generally may easily be incorporated into the calculation.

A siab of crystal, together with an ajoining vacuum space was made
artificially periodic in the 11101 direction (normal to the surface), as shown in
figure 8. The height h of this crystal/vacuum slab (one period) was either 8nm
or 16 nm. This limit on the incident beam width results in a spread of the
diffracted beams over an angular range of about 0.5 mR. Slices of thickness
0.28267 nm were taken normal to [0011, the approximate beam direction, and the
multi-slice recursion algorithm used to calculate the resulting RHEED pattern.
The calculation was continued until any perturbations due to the starting
condition had decayed. (For further discussion of RHEED calculations by the

multi-slice method, see 25). Typical computation times on our Vax station were I
hour, with a 32 X 1064 array of "beams" , for a distance of 110 nm along the beam
path. The large number of dynamically coupled "beams" results from the use of
the artificial superlattice - the number of true reciprocal space rods included in
the calculation was 32. Scattering factors for neutral atoms were taken from the
International Tables for X-ray Crystallography. Calculations were performed for
the (440), (660) and (880) specular beams. No absorption effects were included.
The figures show either the real-space intensity distribution of the wave-field
on a plane normal to the beam near the surface of the crystal, or the Fourier
Transform of this complex real-space wave-field in steady state. The later gives
the rocking curve which would be obtained using a coherently filled cone of
illumination. Since radiation from a point source reflected from an atomically
smooth surface gives rise to a point diffraction pattern in RHEED (in the absence
of thermal vibration) , this rocking curve is the same as that which would be
obtained from an extended incoherent illumination source.

A perfect lattice match was assumed between the Fe and GaAs, and misfit
dislocations and other defects neglected. All Fe atoms in the top monolayer were
placed on bulk GaAs sites, in view of the very small misfit of the two crystals. We
have assumed an internal magnetic field of B = 2T = 20 kGauss for the Fe layer,
and zero in the GaAs. (For a discussion of the measured magnetic and growth

properties of this system, see 31). For simplicity in the calculations the magnetic
structure of the domain boundary is taken to be completely abrupt. Domain
boundary structure may therefore actually introduce additional broadening in
the images.

It will be seen from figure 8 that there are three important directions for
B. Boundaries may run in any direction. Case I produces negligible Lorentz
force. Case 2 results in a change in azimuth, while case three results in change
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Figure 8. Geometry used fo~r RHEED calculations, showing three directions
for B. The RHEED calculations take slices normal to [0011, the approximate beam
direction. The crystal stab and vacuum space is periodically continued in the
11101 direction.

in the beam elevation u. Because of the vertical mirror plane of symmetry

normal to P 101 , a reversal of B in case 2 produces identical deflections from
the [0011 beam direction and identical diffraction conditions, and therefore no
contrast across a domain boundary. We therefore consider case 3 first.

Figure 9(a) shows the wavefield intensity distribution inside the crystal
for the (440) specular condition at 120 Kv. at successive increments of 27.15 nm
along the beam path. The sense of the internal magnetic field has been reversed
after panel E, causing a small local change in 0in and diffraction conditions.
Figure 9(b) shows a similar calculation for the (660) specular beam. The beam is

incident in the I 101 plane, and makes an angle of approximately 90 ° - 0in with
the [1101 surface normal direction, where (non-relativistically)

02in = 2B - (Vo/E o ) 12

with V the mean inner potential for the surface layer, and 0B the Bragg angle

for the specular beam. For pure GaAs, Vo = 13.2 + 0.6 eV 32. Equation 12 gives :he
approximate RHEED Bragg condition for monolayer systems on a GaAs substrate -
the precise position of intensity maxima along the reciprocal lattice rod for
monolayers can only he obtained from multiple-scattering calculations.
Equation 12 can be expected to be most in error for high energies and very
small angles, where the electron flux is confined to the monolayer whose mean
inner potential differs from that of the substrate. For certain voltages and
materials the rocking curve maxima may not occur at the Bragg angle.
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Figure 9. (a). The two-dimensional real-space electron intensity
distribution for 120 kV electrons incident on a monolayer of Fe on the G;aAs
(110) surface. Beam direction approximately normal to the page, satisfying the
(440) specular condition. Each panel A - I shows the wavef'ield at increments of
27.15 nm along the beam path, with the first panel A at 27.15 nm and the last (i)
at 244.35 nm. The direction of the 2T magnetic field is indicated.

We see from figure 9 that if the small (440) grazing angle of incidence is
used, the penetration of the wavefield is about one layer, and is confined
mainly to a thin sheet of intensity in the Fe monolayer. For the (660) beam
(figure 9(b) ) however, the penetration is increased considerably to several
layers. The use of higher angle beams thus produces less foreshortening F =
I/ sin0()ut in the REM image, at the cost of deeper penetration into the sample.
(The respective foreshortening factors in figures 9(a) and (b) are 86 and 42).
These calculations do not include an absorption potential, which would have the
effect of reducing the penetration still further. Absorption is also responsible
for the depletion of the transmitted wave, which can be seen splitting off in the
last panel (I) of figure 9(a).
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Figure 9. (b). Similar to figure 9 (a), but for the (660) specular reflection.

[0011 azimuth, Penetration is much greater. The structure is indicated below,
with the position of the surface also shown.

Figure 10 shows the integrated intensities of the same (440) and (660)
specular beams shown in figure 9 as a function of z-coordinate along the [0011
beam path. The intensity shown is the integral of the intensity along the beam
path from the beginning of the crystal, so that a constant slope renresents the
steady state condition. The magnetic field is reversed at T. The width of the
perturbed region R shown is found to be about 88nm for the (440) monolayer
case and 75 nm for the (660j beam. The width of this perturbation required to
re-establish the steady state may be taken as a rough measure of the resolution
of the REM magnetic contrast, in the most unfavorable case, where a magnetic
domain boundary crosses the beam path at right angles.

Figure II (a) shows computed rocking curves for the (440) specular beam
(Oin = 11.6 mR) for cases two and three, with B = +2T. These were obtained by
Fourier transform of the steady-state wave function, usually the last slice. For a
typical experimental incident beam divergence, all of the rocking curve shown
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specular beam trom a monolaver ot Fe on GaAs (110) as a function ot distance
along the beam path. The 2T surtace magnetic field direction (normal to the
page) is reversed at T. The distance R may he taken as an approximate estimate
t "resolution" for this sample in this direction.

ML Fe/GaAs(110) 1

0=23.5mrad(660)
L 

e 
G 

" 

1 0)'

0 50 100 150 200 250 rnm
Z

Figure 10. f,' Similar to figure 10(a). hut tfor the Ao'0} pecular beam.
Taken from the data of figure 9.

would contribute to the REM image. From the curve areas, we find the change inintensity due to the reversal of B across a domain boundary to he 28% in case 3.
Figure 11 (h) shows similar results, for the (660) beam. In this case the intensity
change is reduced to 26% due perhaps to the greater penenetration of the beam
into the GaAs hulk. Here Oin = 23.5 MR.

Figure 12 shows similar calculations for the (110) surface of bulk iron. In
figure 12 (a) is shown the RHEED rocking curve for the (660) specular beam,while figure 12 (b) shows the (880) specular beam. As expected, much larger
RPM contrast (595e) across a case 3 magnetic omnain is obtained from the more
deeply penetrating (880) beam than from the (660) beam (23%).
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Figure I1. (a) RHEED Rocking curve for (440) specular beam at 120 kV.
Monolayer of Fe on GaAs (110). Curve 3 computed with B along [I.-1.01. in the
plane of the surface, normal to the beam. Curve 3' - direction of B reversed.
Curve 2 - case 2 in figure I . along O1101. (No change on reversal due to
symmetry). Steady state condition. Azimuth 10011. B = *2T.

KC FeIGaAs( 110)
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Figure II. (h) Similar to 4 (a) for (660) specular reflection. Intensity
scale is arbitrary. Abscissa is in inverse Angstroms.
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Figure 13. (a) Magnetic domain boundary parallel to 10011 beam direction,
which is into the page. (660) specular condition at 120 kV on Fe (110). Directions
of B shown. The periodic domain width is 0.8 nm. Steady state condition.
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Figure 13. (b). Rocking curves for figure 13(a). Curve 3 has B parallel to
(I-101, curve 3' has the sense of B reversed.
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For the special case of a boundary running parallel to the beam in case 3,
the resolution may be very high, since there is then no foreshortening across
the boundary. Figure 13 (a) and (b) shows calculations for this case for the (110)
surface of iron, with the electron beam into the page. In figure 13 (a) it will be
seen that the LArentz force acts to increase 0in in the uppermost domain,

leading to slightly increased penetration. Figure 13 (b) shows the
corresponding rocking curves. (It differs from figure 12 (a) because of the
transverse spreading of the wave between domains in figure 13 (b)). A similar
boundary in case 2 might be expected to produce a narrow band of contrast
along the beam path where the wavefields from adjacent domains overlap. A
contrast difference between domains in case 2 may be obtained by tilting the
incident beam slightly off the symmetry plane. The resolution limit for images
of domain boundaries running parallel to the beam may thus be equal to that set
by chromatic aberration in REM. This is about I nm at 100 kV. measured normal
to beam.

-hese calculations take no account of the inelastic background present in

RHEt_1 due to plasmon excitation. Recent dynamical inelastic calculations 33

show that inelastic scattering makes a most important contribution to the so-
called "resonance" condition. At the optimum condition (close to the (660)
specular condition for bulk (110) GaAs at 120kV ) the total elastic plus inelastic
scattering within the (660) rockin2 curve is more than twice that due to elastic
scattering alone, while the total scattering at resonance increases by a factor of
more than two over the non-resonance condition. The dominant processes are
surface plasmon excitation and phonon scattering. We expect the small-angle
plasmon scattering to contribute to the magnetic diffraction contrast, but the
larger angle phonon scattering to produce a slowly varying background.

6. CONCLUSIONS

Several powerful TEM techniques now exist for the spatial mapping of
magnetic fields within thin films. The simplest of these, the Fresnel and Focault
modes, may be used with slight modifications to most modern TEM instruments.
They are mainly useful for demonstrating the existence of domain walls, and to
trace their direction at low resolution. For higher resolution, quantitative work,
the DPC method in STEM appears to be the most versatile method available at
intermediate cost and complexity, being suitable for the thicker samples likely
to be of greatest interest to materials scientists. The most dramatic detailed,
quantitative images of the internal fields in small particles and thin films have,
however, been obtained by the more complex and costly electron holographic
method. This method is restricted to the edges of very thin samples, but may
eventually allow both the lattice image and the magnetic image to be obtained
simultaneously. In addition we may expect that the cost of field-emission TEM
machines will fall in the near future as these gain popularity for other
purpose s.

Our calculations for magnetic contrast in REM suggest that magnetic
domain boundaries may be expected to give usefully large contrast changes in
reflection electron microscope images of monolayer films of iron at 120 kV.
Contrast of about 28 % is predicted for a reversal of the nagnetic field within a
monolayer of iron on GaAs. The effects of inelastic scattering might be expected
to reduce this somewhat, however this is difficult to predict without more
extensive dynamical inelastic scattering calculations since it appears that
inelastic scattering makes a strong contribution to the resonance intensity.
While the penetration of the wavefield increases from one to about seven
atomic layers in going from the (440) to the (660) specular condition, the loss of
magnetic contrast is small and a desirable reduction in foreshortening is
obtained. Thus higher order beams appear most useful for imaging, whilst the
confinement of the electron wavefield to the magnetic surface monolayer found
at low angles may find application in the study of channelling effects.
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The resolution of REM images of domains depends on the direction of the
boundary, and is greatest in the direction normal to the beam for a boundary
running parallel to the beam. For boundaries normal to the beam, perturbations
in the image extend for about 80 nm along the beam path.

The ability to image these systems in an electron microscope would allow
the study of the interaction and pining of two-dimensional magnetic domains
with surface defects such as steps and dislocations, and of their temperature
dependence. The required ultra-high vacuum electron microscopes, are now
operating in a few laboratories 27
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ABSTRACT

This paper covers, in this workshop, the part related with
Tunneling Microscopy; i.e. Scanning Tunneling Microscopy (STM)
and Atomic Force Microscopy (AFM). The lectures give a review
of the field, but these notes will be more limited to the
application of magnetic materials. The version of AFM in
magnetism is known as the Magnetic Force Microscopy (MFM).
Therefore we present STM applied to polarized electrons and
some MFM results applied to recent experiments in magnetic
materials and to high temperatures superconducting materials.
However there are excellent reviews and comprehensive books
that we reference and the reader can follow any specific field
with the references quoted.

INTRODUCTION

STM is a technique that we all own to the discovery of
the instrument by Binnig, Rohrer, Gerber and Weibel. This
discovery deserved the 1986 Nobel Prize in Physics2 and today
the application of the instrument has extended to many areas
of Physics, Chemistry and Biology3 . It is always interesting
to know how an important discovery was done for this purpose.
We direct the reader to the Chapter by Garcia in Ref.2 where
part of the text of the Nobel Lecture given by Binnig and
Rohrer is presented. We also direct the reader to Ref. 3
which is a very comprehensive book about "STM and Related
Methods" and represents the Lectures and Seminars of a NATO
ASI Series that took place in Erice (Italy) in 1989; it was
organized by Behm, Garcia and Roher. For those who want to
know what is STM and its perspectives this is the appropriate
book. There are also some other good reviews and Proceedings
of Conferences to which we refer and that can be followed for
additional information in particular topics.
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Here we also present a program, as was followed in the
lectures, with the more adequate references to follow in each
session in case that the reader wants to look at it in more
detail.

LECTURES PROGRAM

(A) Lecture on STM

1. STM: Apparatus, mode of operation and recording
Microscopy and Spectroscopy. Resolution of the
devices and some examples. Refs. 2,3,4.

2. Theory of the tunneling current and its
derivatives. Refs. 2,3,5,9-13.

3. Interaction Forces between the tip of an STM
and the surface. Refs. 2,3,14.

4. Can STM give information in an atomic scale by
measuring the tunneling current between two
magnetic electrodes (ferro or antiferro-
magnetic)? Theory of tunneling between magnetic
electrodes. Does s and d orbitals have the same
tunneling probabilities? Discussion of a new
experiment in Basel University on tunneling
between spin polarized electrodes(Refs.15-17).
We will also discuss this point in detail in
these notes and see also discussions in this
School.

(B) Lecture on MFM (N. Garcia and J.J. Sdenz).

1. AFM: Forces and its measurement, operation modes
force and force gradient measurements. Ref s. 2,3
(Chapt. VIII), 18-20.

2. Repulsive, short range, forces and attractive,
long range van der Waals, forces. Their
analysis and compensations. Refs. 2,3,18-20.

3. Resolution of AFM. Can AFM provide atomic
resolution? Refs. 2,3,7-9,21.

4. MFM: Measuring magnetic forces in the 10(-9) to
10(-7) Newtons. Refs. 2,3,22-27.

5. Theory of the MFM: Dipolar magnetic forces,
anysotropy magnetic forces and van der Waals
forces. Separation of the different
contribution forces to obtain a clean magnetic
information. Refs. 3,22,24.

6. MFM experiments in the 100A to i000A resolution.
Refs. 3,22,23,25-28.

7. Magnetic volume needed to measure magnetic
forces. Are magnetic forces destructive of the
surface to be measured? In certain cases they
are. Application of MFM to high Tc
superconductors. An experiment in the Institut
for Physical Problems in Moscow (Ref.27).

We believe that by following the lecture program given
above acccording to the references quoted, the reader can have
a broad and also specialized view of the STM, AFM and MFM
fields. In any case I repeat one of the preferred senteces
of H. Rohrer: "STM is a small, micro instrument for a big
imagination".
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In what follows we will describe a little the use and
operation of STM as well as its application to s-polarized
electrons15 ° 

1
. We will also discuss and describe MFM2 °25 and

its application to high Tc superconductors7 .

A. LECTURE ON STM

View of STM Operation and Performance

To proceed further we take a description of the basic
principles of operation, basic instrumentation, imaging
applications and localized spectroscopy in STM from the
lectures Notes by Garcia in Ref.2.

Physical Principles of Operation

The quantum mechanical tunneling phenomenon which
underlies STM has already been extensively exploited by solid
state physicists in the context of thin oxide and other
insulating films' 30. The situation for electron tunneling
between two planar conducting electrodes in the presence of
a bias voltage V is shown schematically in Fig. 1. A simple
trapezoidal tunneling barrier, related to the work functions
0I and 02 is employed and for simplicity we assume that the
bias voltage V is small compared to the effective barrier
height 0 = (0 + 02)/2. In these circumstances the tunneling
current density j for free electrons is given by the
expression31

j = (e2/h) (Q/47r2s)"V'exp(-2Qs) (i)

where Q = (2mph2)/ is the inverse decay length of the wave
function outside the surface. Compared with typical oxide
film tunneling barrier heights of below I eV, the effective
height for vacuum tunneling is usually a few eV.

The simple expression (1) has to be modified at larger
bias voltage where the barrier height becomes a function of
V but the dominating exponential dependece on barrier height
and width remains. For non-free electron situations, the
exponential pre-factor has to be altered to take account of
density of state effects. It can be seen from Fig.1 that the
main contribution to the current depends on the density of
filled states just below the Fermi level, EF1, and the density
of empty states just above the Fermi level, EF2, since these
electrons experience the minimum barrier height. This energy

:, ': ,:" .,IV E,(2)

Fig. 1. Schematic energy diagram for a tunneling junction
with a trapezoidal barrier (01,2) of thickness s.
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selectivity allows the density of states on either side of
the Fermi level to be explored by observing the current
voltage characteristic and is explited in classical tunneling
spectroscopy of insulating films'

30

The STM technique depends crucially on the extreme
sensitivity of the tunneling current to the separation
distance s (it typically decreases by about one order of
magnitude for each 1 A increase in s). Of course the planar
geometry assumed in Fig. 1 no longer strictly applies. It is
assumed that the tunneling current is confined to a filament
between the apex of the tip and the specimen surface, whose
own deviation from strict planarity are often the essential
subject of interest. This is the crucial theory for the
fantastic performance. Further discussion of more
sophisticated and realistic tunneling theories for the STM
situation can be seen in Refs. 2,3,5,9-13.

The most frequently used mode of operation is illustrated
schematically in Fig. 2, taken from Binnig and Rohrer . In
this mode the tip is scanned laterally across the surface,
whilst its z position is controlled in order to keep the
tunneling current I constant. Contours of constant tunneling
current can then be obtained which, on a surface which is
chemically and electronically uniform will yield an image of
the surface topography limited by the instrumental resolution.

Electronic or chemical inhomogeneities will also produce
features in the scanned images. Such inhomogeneities can
arise at foreign surface atoms as indicated schematically in
Fig.2 or at special surface features such as steps or other
defects. The local electronic or chemical variations can be
distinguished from simple height changes by I vs V or I vs s
measurements (see later section on localised spectroscopy).
These measurements provide for example information on local
variations in tunneling barrier height or density of states
which are vital in analysing the images.

Another procedure which can be useful in some situations
is to check the reproducibility of the image scan or I vs s
scan. Although the STM generally causes no appreciable
specimen damage (see later section), its occasional occurrence
may be signalled by apparent image changes or hysteresis
effects.

Basic Instrumentation

A schematic diagram of the instrumentation for STM is
shown in Fig. 2 due to Binning and Rohrer5. As indicated
there the equipment must be well protected from external
vibration by a vibration filter system. The most serious
vibrations are those which excite resonances of the system
itself and change the tip-sample separation s. With
increasing design experience, particularly the move towards
microscopes of smaller physical size, the vibration problem

32is now less severe. In one of the successful designs , the
necessary mechanical isolation is achieved simply by mounting
the instrument on a stack of metal plates and separated from
its neighbour by a viton damper. It is also useful in the

304



I rL

a

ITb

Fig. 2. Schematic of a tunneling microscope and its
operation. The tip T of the microscope depicted in
(a) is scanned over the surface of a sample S with
a piezoelectric tripod (X,Y,Z). The rough positioner
L brings the sample within reach of the tripod. A
vibration filter system P protects the instrument
from external vibrations. In the constant tunneling
current mode of operation, a voltage V, is applied to
the Z piezoelectric element by means of the control
unit CU depicted in (b) to keep the tunneling current
constant while the tip is scanned across the surface
by altering Vx and V Y. The trace of the tip, a y-
scan, generally resembles the surface topography.
Electronic inhomogeneities also produce structure in
the tip trace, as illustrated on the right above two
surface atoms having excess negative charge. Figure
reproduced from Refs. 2,5.

tip-position control loop to employ a low-pass filter,
limiting the tip motion to frequencies below the lowest
mechanical mode frequency. This can restrict the imaging
speed particularly on rough surfaces. But many other devices
have been depicted depending on the everyone needs.

The sample positioning and scan drive system has obviously
also to be designed to minimise vibration effects. This is
difficult to reconcile with the desire to be able to select
from a reasonably large surface of perhaps millimetre
dimensions, a specifically chosen small area for nigh
resolution imaging. Coarse positioning of the sample has been
achieved in a number of ways including the piezo-electric
walker or louse3-5 shown in Fig. 2a, as well as mechanical
pushers3"5 and screw reduction drives. The fine, three-

305



dimensional, highly controlled motion of the tip which is
required for high resolution imaging is usually provided by
some form of the piezo-electric tripod shown schematically in
Fig. 2a. A more compact design, which may have advantages if
the area to be scanned is not too large, replaces the tripod
by a single piezo-electric tube fitted with several electrodes
to produce the necessary deflections. If distortion free
images are to be produced, careful attention to calibration
of the piezo response at different scanning speeds is often
required.

The tip is evidently a very crucial component. Its
structure can influence the image, not only in determining
the resolution attainable but also, in extreme cases, it may
contribute to the final result just as significantly as the
structure of the sample under investigation. Tips are
generally made by grinding or etching wires of tungsten (and
on occasion stainless-steel, iridium or gold). Further in-
situ tip shaping experiments can often be useful, particularly
after damage through accident contact with the sample. These
procedures usually depend on removing the tip to a few 100 A
of the surface and applying a pulse + 100 V or more. More
systematic studies of tip structure and its influence on STM
images are possible by field ion microscopy.

Computer control of the various STM imaging and microscopy
operations is essential for efficient operation. Ideally,
however, this should also be integrated with a data
acquisition, processing and display system. The basic
requirements for such a system, together with examples of the
significance of background subtraction, filtering and
enhancement have been presented6 . Anyone who studies the STM
literature will quickly appreciate the enormous part played
by sophisticated image processing and display in improving the
quality of the published images. As always however, these
procedures have their danger unless are used intelligently.

ImaQing Applications

The number of significant and high quality STM images
already published means that it would be impractical to give
a comprehensive review of the results here. We will simply
outline what has been achieved in the main fields explored so
far, drawing attention to points which seem to be of wider
significance either for surface science or for general STM
imaging.

The technological importance of semiconductor surfaces
has ensured that a considerable effort has gone into the study
of their structure and reconstruction. In many of these
cases, including the best known example of the 7x7
reconstruction of the (111) surface of Si (for details see
the chapter by Gibson ), the basic elements of the surface
structure had already been worked out on the basis of LEED,
photoemission, ion-channeling or transmission diffraction
data. Nevertheless even for regions of perfect structure,
the STM images have supplied important confirmatory
information on points of detail, particularly over the
outermost and ad-atoms in the 7x7 structure. Furthermore,
the images obtained from such known structures have been
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extremely useful both experimentally and theoretically in
separating the topographical and electronic contributions to
the STM image contrast. In imperfect regions such as where
the surface reconstruction encounters a surface step 2 5, or
where different domains of surface reconstruction form in the
same region, the high resolution information provided by the
STM is unrivalled. However, other high resolution techniques
such as REM imaging (see Chapter by Cowley2) and LERM imaging
(see chapter by Bauer and Telieps ) may retain an advantage
where it is desired to follow in real time the dynamics of
surface phase transitions at temperatures.

Surface structures and reconstructions have now been
observed on a considerable variety of other surfaces
particularly of metals such as Au and Pt and including
situations with monotomic surface steps, close packed atomic
corrugations or where ad-atoms are present, e.g., 0 on Ni, Au
on Si. With metal surfaces or then relatively large sample-
tip distances are employed, the images are largely due to
surface topography. However as indicated schematically in
Fig. 3 adapted from Binning and Rohrer5 , the contours of equal
tunneling current need not follow the surface topography
exactly. In semiconductors the image contribution from
electronic effects such as varying local density of states
(LDOS) at the surface is geneally more significant. For
instance, there is an apparent but not real height difference
between the two halves of the unit cell in the Si 7x7
structure. As shown in the next section, these effects can
sometimes be unravelled by careful local spectroscopy. An
even more stricking case of spurious topography are the giant
corrugations observed in graphite14 . These may be due to
extremely low density of states at the Fermi level in this
case. However they may also be a consequence of actual
physical contact between tip and surface since the typical
barrier height measured in only a few tenths of a volt or
less.

The STM has already been applied to a number of specimens
not previously accessible by any kind of high resolution
imaging. These include surfaces under air at atmospheric
pressure, under water and saline solutions and under various
other electrolytes. Another novel and exciting new

z ....I- - ------- 1...... -----*------I--------
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X"

Fig. 3. Expected STM-equicurrent lines (dashed lines) above
an atomically corrugated surface (solid line). The
different spacings of the equicurrent lines at the
protrusions and in the valleys can be described by
a varying effective tunneling barrier height.
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application is to the imaging of organic molecular structures
which would be severely damaged by more energetic electrons.
More recent work has included imaging of stearic acid, purple
membrane and of Langmuir-Blodgett films. (See Chapter by
Garcia in Ref.2 and references therein).

Localized spectroscopy in the STM

As mentioned above, given sufficiently stable conditions,
the feed-back loop employed to maintain the tip-sample
distance can be briefly interrupted to permit measurement of
tunneling current I vs separation distance at constant bias
V, or of I vs V at constant s. The first of these
measurements gives a value for the effective barrier height.
The second measurment yields density of states information
near the Fermi level and is a kind of spectroscopy based on
elastic tunneling.

A most impressive demonstration of the power of elastic
tunneling spectroscopy was given by Hamers et al.33 who were
able to probe the density of states with a resolution of 3 A
inside the unit cell of the Si(lll) 7x7 reconstruction. Their
results show the very striking variations which occur within
the unit cell. Hamers et al. were able to relate the
measurements to the presence of surface states previously
observed in UV and inverse photoemission spectroscopy.
Detailed analysis of these results indicated not only the
presence of the electron state responsible for the difference
in STM contrast in the two halves of the unit cell but also
provided direct evidence for the presence of a stacking fault
in one half, as required by the Takayanagi model (see chapter
by Gibson, Ref. 2).

In principle it may be possible also to carry out
inelastic tunneling spectroscopy' 30 in the STM. In this case
the tunneling electron loses some characteristic amount of
energy, e.g. by exciting a vibration in a molecule adsorbed
on the surface. It might then be feasible to identify various
adsorbed species from their spectra. Unfortunately the
expected signal strengths are very weak and although the
technique is thought to be possible, it will undoubtedly be
extremely difficult.

Spin-Polarized electrons with STM (SPSTM)

One of the very interesting points in Surface Science is
surface magnetism because its influence on technological
devices (see other authors contributions in this field in
these lectures). One of the goals that STM scientist have
been pursuing for long time is to distinguish in the tunneling
current the magnetic polarization of the electrons. This is
a very hard task because as indicated by Saenz et al 2:

"One of the most challenging problems nowadays in several
laboratories using scanning tunneling microscopy (STM) is the
characterization of the magnetic properties of surfaces. It
would be very ir-eresting to observe, with very high
resolution, the surface domain structure of materials of
interest in magnetic information technology34 . We believe that
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it is not simple to solve this problem with the STM. To
observe a domain wall we should perform (x,y) scans of z 0.01-
l~m. The variation of current (or tip-sample distance z),
when the STM is operated in the constant z (or constant
current) mode, is expected to be of z 10% 35 (or, at most, 1
A). It is possible that in this case the surface topography
will hide these tiny effects. There is no way, given the
irregularities and surface defects observed in STM
experiments, to distinguish = i-A tip displacement associated
to a change in the spin configuration in the surface when the
tip scans over several hundred nanometers. We present in this
communication a way of observing magnetic domain structure
based on the idea of measuring magnetic forces with an atomic
force microscope18 (AFM)".

The difficulty of performing SPSTM gives us22 the
opportunity of discovering MFM but with 100-1000 A lateral
resolution. However many things can be achieved with
imagination and insistance. Recently in a paper by
Wiesendanger et al16 it seems that the problem of SPSTM has
been partialy solved. This has been done by using a clever
build high polarized Cr02 tip (see Gambino on the Special
Session of Spin-Polarized Vacuum Tunneling in this School)
and by choosing a clever and adequate surface Cr(100) that
seems to present a topological antiferromagnetic model6 so
that the spin in alternate terraces emerging at the surface
has opposite sign. To describe the experiment we mainly
follow Ref. 16 and quote it.

"This topological antiferromagnetism of the Cr surface
(Fig. 4) is compatible with both the absence of magnetization
observed by spin-resolved photoemission37 which arises from the
cancellation between oppositely magnetized terrraces within
the diameter of the light spot, as well as with the existence
of spin-split surface states detected by energy - and angle-
resolved photemission8 which are due to majority- and
minority-spin states inside each ferromagnetic terrace. The
topological antiferromagnetism of the Cr(001) surface provides
an ideal test structure for SP-STM experiments.

Our topographic STM studies of the Cr(001) surface also
strongly support this microscopic model with terraces
separated predominantly by monoatomic steps. The mechanically
and electrolytically polished Cr(001) surface was prepared in

./. /?/ ?

Fig.4. Topological antiferromagnetic order of Cr(001)
surface with terraces separated by monoatomic steps.
Different terraces are magnetized in opposite
directions. Only surface spins are indicated (Figure
taken from Ref. 36).
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situ over a time period of several months by cycles of Ar* -
ion etching and annealing. A p(lxl) LEED pattern was obtained
characteristic of a clean Cr(001) surface38. Only small
traces of oxygen and nitrogen could be detected by x-ray
photoelectron spectroscopy. The average width and shape of
the observed terraces were found to depend on the annealing
conditions, whereas the preferred occurrence of monoatomic
steps was independent of the preparation conditions. The
experimental determination of the monoatomic step-height value
yields 0.149 ± 0.008 nm, in good agreement with half of the
cubic unit-cell heiht of 0.144 nm for bcc Cr.

Ater replacing the tungsten tip by a CrOZ tip, the STM
images of the Cr(001) surface showed qualitatively the same
topographic structures, i.e. terraces separated by monoatomic
steps. Surprisingly, these monoatomic steps could still be
imaged with a remarkably high spatial resolution, although the
Cr02 tips appear macroscopically rather blunt. However, we
find two different experimental results with CrO2 tips
compared to tungsten tips.

First, a positive sample bias voltage of at least 2 V had
to be applied in order to get a stable tunneling current of
1 nA. The I vs V characteristics, which were recorded to
investigate the bias-voltage dependence in more detail, showed
the typical appearance of semiconductor-vacuum-metal tunneling
than that for metal-vacuum-metal tunneling. This observation
is consistent with results from spin-resolved photoemission
from similar Cr02 films showing low intensity in the
photoemission spectra near EF 39. We therefore operated the STM
always in a regime of maximum spin polarization of the Cr02,

39which is found at about 2 eV below E F

Second, a periodic alternation of the measured monatomic
step heights between larger and smaller values compared to
the mean single step-height value of 0.144 nm is observed
(Fig.5). To support this experimental result,we have analyzed
the step heights from individual line scans of over twenty
STM raw data images obtained in the constant-current model.
Care was taken to analyze only measured line scans (line scans
in the x or y direction) and not oblique line scans where the
exactness of the determination of the step-height values can
suffer from the interpolation procedure necessary to get the
topographic height values along these oblique line scans. It
should be noted that the step-height values determined from
topographic STM images might sometimes fluctuate within a few
percent; however, a periodic alternation of the step-height
values, as reproducibly observed in different line scans
(independent measurements) with the CrO2 tip on the Cr(001)
surface, has never bppn found in topographic STM images
measured with a tungsten tip. Furthermore, the deviation from
the single step-height value determined with a Cr02 tip can be
as large as ± 15 % which is outside the range of scatter of
the monatomic step-height values measured with a tungsten tip.
Therefore, we conclude that the observed periodic alternation
of the single step-height values is characteristic for STM
experiments performed with CrO2 tips on a Cr(001) surface.

We interpret this periodic alternation of the monoatomic
step-height values as being due to an additional contribution
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Fig. 5. Arbitrarily chosen (not successive) single-line scans
over the same three monatomic steps taken from the
STM image which was obtained with a Cr02 tip. The
same alternation of the step-height values (0.16,
0.12, and again 0.16 nin) in all single-line scans is
evident. The line scans are 22nm long. Inset: For
comparison, a single line scan over two monoatomic
steps taken from the STM image which was obtained
with a tungsten tip. In this case, the measured
step-height value is constant and corresponds to the
topographic monoatomic step height. This line scan
in 70 nm long. (From Ref. 16).

I"t

Fig. 6. Schematic drawing of a ferromagnetic tip scanning
over alternately magnetized terraces separated by
monatomic steps of height h. An additional
contribution from SP tunneling leads to alternating
step heights h I = h + As + As2 and h2 = h -As - As2"
(From Ref. 16).
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from SP tunneling. Assume, as sketched in Fig. 6, that the
Cr02 tip is first scanning over a terrace having the same
direction of magnetization as the front part of the ('r0 2 tip.
The tunneling current I,, will then be increased aue to a

15contribution from SP tunneling

ItT = 10 (1 + P) (2)

where 10 would be the tunneling current without this
contribution and P is the effective spin polarization of our
tunneling juntion. Since the STM is operated at constant
current, and additional contribution to the tunneling current
leads to a corresponding increase AVs of the mean distance So
between the tip and the sample surface. If the Cr02 tip is
scanning over a terrace having the opposite direction of
magnetization, the tunneling current IT, will be decreased:

Iti = I0  (I - P) (3)

leading to a corresponding decrease A s2 of the distance
between tip and sample. The measured single step-height
values therefore alternate bewteen hl = h + Asi + AS2 and h2 =
h - AS - 'AS2, where h is the topographic monoatomic step
height. The relationship between

Itt - Itl

P =- (4)
IT - ITI

and AI, As2 is given by

exp(Av-As1 ) - exp(-A/0AS2) exp(A/AAs) - 1
P = - (5)

exp(Avr1As) + exp(-ArAS2) exp(A/OAs) + 1

where 0 is the mean local tunneling barrier height, As=Asi +
N,, and A z 1 eV-"' A. Equation (5) represents a relationship
between the effective spin polarization P and the quantities
0 and As which are directly measurable with the STM. Apart
from the determination of the changes of the single step-
height value, measurements of 0 are necessary to derive P.
We have determined 0 from the slope of local LnI vs s
characteristics. The value of 0 lies between 3 and 5 eV for
all of over one hundred lnI vs s characteristics which were
measured with different sample bias voltages between + 2.5 and
+ 3.5 V. These 0 values indicate that clean conditions for the
tip and the sample surface were achieved, whereas anomalous
low 0 values were reported for contaminated surfaces of either
tip or sample3. Therefore, we have confidence that the
derived values for the polarization P cannot greatly be
affected by surface contamination. Taking As = 0.22 ± 0.01
nm and an average value of 4 ± 0.5 eV for 0, we derive values
for P of (20 ± 10)%. The tip-to-sample distance at 1-nA
tunneling current and a sample bias voltage of + 2.5 V was
determined to be about 0.5 nm".

However the value of the polarization P is very obscure
because it is not the sample nor the tip polarization. Also
the theory used is for S-electrons and is not used16

correctly. By using adequately the existing calculations by
Fu and Freemann it is possible to obtain much more
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Fig. 7. Valence charge density x and spin charge density o
as falling away from the surface z = 0 on top site.
The large slope (4.4 V) at small values of z
corresponds to d-electrons. The smaller slope (2.3
A-1), at large z is dominated by s-electrons. At
large distances p , z .. , so that all the s-charge
at Fermi level is polarized. (Charge units are 10-3

electrons/(a.u.)3).

information that reported in Ref.16 by using the experimental
data 16. For that reason I would like to make the following
clarifying comments.

1. The applied voltage in the experiment is large, 2.5 V.
Therefore the barrier used to analyze the data should be
trapezoidal and not square as has been used (16). We
find, from the data analysis, that P = (16 ± 8)%. Also
this is a joint tip-barrier-sample polarization (see for
this the illuminating paper by Slonczewski (15)); i.e. P
is not the tip, neither the sample polarization.

2. The self consistent calculation for Cr(001) have been done
by Fu and Freeman (40). In Fig. 7 we show the valence
charge density ov and the spin density ps as falling of
outside the surface. Notice that at long distances the
charge is built only by s-electrons from the Fermi level
and that ps = 0.9 P,. This is what STM is measuring and
it is remarkable that even at a tip-sample distance of z
7 A a direct ferromagnetic coupling is observed. This
implies that s-electrons play an important role in
coupling ferromagnetically at long distances and d-
electrons do not play any role. This role played by s-
electrons is crucial to understand the magnetic coupling41-42

in ferro/para/ferro trilayers " as has been shown byGarcia and Hernando 3.
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3. The topological antiferromagnetic model of Ref. 36 does
not imply that the spins are normal to the surface, in
fact it is not possible to give the spin direction without
the spin polarized STM experiment (16). If the tip is
polarized normal to the surface the STM measures the
normal component of the spin. We find that by using a
polarization of the tip of 90 % (see Ref. 39), 90%
polarization of the surface (Fig. 7 from Fu and Freeman
calculations40) and Slonczewski theory15 the observed value
of P should be larger than 50%, but only 16% is measured.
We calculate that the normal and parallel to the surface
spin components are 32 % and 68% and surface
magnetostriction44 may play an important role. We propose
that a spin-polarized STM experiment with tip polarization
parallel to the surface should show a larger effect in the
tunneling current than in the case of normal tip
polarization 16.

The results reported in SP-STM open such an interest that
a special version in this Shool was arranged. The reader
interested is addressed to the resum6 made by Hathaway in this
School Notes.

We also want to mention that the problem of SP-STM has
only been solved in a very first step for a very special
antiferromagnetic configuration, but for the use of
ferromagnets it still is open, and no way has been depicted
as the state of the art up today.

B. LECTURE ON MAGNETIC FORCE MICROSCOPY (MFM)
(With J.J. Sdenz, Universidad Aut6noma de Madrid)

MFM represents an application of AFM18 to magnetism and
was first studied and proposed by Sdenz et al22 . Its
applications to many magnetic materials and in particular to
magnetic recording materials have been proven to be of much
use with a resolution in the 100-1000A.

In order to proceed for describing the basis of the MFM
as well as the physical insight of this instrument we describe
two papers in this field that give a general broad idea of
what and how much magnetic information can be obtained with
this techniques.

From J.J. Sdenz et a122 in Journal of Applied Physics it
can be reported:

"We present in this communication a way of observing
magnetic domain structure based on the idea of measuring
magnetic forces with an atomic force microscope18 (AFM). In
the AFM technique a sharp tip attached to a tiny cantilever
is used to map the contours of a sample surface. Instead of
measuring the current as in STM, the force between tip and
sample is used as the control parameter. Forces are detected
by measuring the deflection of the lever. This paper presents
a theoretical analysis of the finger prints of the magnetic
forces and the associated motion of the cantilever for
different spin configurations. The influence of some
experimental conditions in the performance of the AFM as a
magnetic profiling device is also discussed. As we will see,
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domain resolution of the order of 0.01 um can be achieved with
this technique, even on rough surfaces. Preliminary
experimental results that appear to prove the theoretical
proposals are reported.

In the magnetic version of the AFM, images are obtained
by measuring the interaction force between a singledomain
magnetic microtip and a magnetic sample. When the tip is
moved parallel to the surface, it will follow the changes of
the normal component of the tip-sample force. The interaction
force can be estimated by assuming a direct interaction
between the permanent magnetic moments ,i and /4, per unit
volume, corresponding to the tip and sample, respectively.
Provided the gap distance z between tip and sample is larger
than say = 10 A, the interatomic forces can be neglected as
long as we are considering a tip with a radius of the order
of nanometers14 (these kind of forces should be taken into
account for very large macroscopic-tip-radius 19). Within these
approximations, the normal force F, acting on the tip, will
be given by

F(z) = i d3r if d3f2fz(f1 - r2) (6a)
Jtjp sanute

where fz(r) is the interaction force between two magnetic
dipoles, 1i and 2, at a distance P = P1 - r2:

fz(r) = - - (6b)\4r z r5  r3 /

and g is the vacuum permeability. Because of the dipolar
behaviour of the magnetic force given by Eq. (6), when the
tip is over a region of uniform magnetization (constant
magnetic field), there is not normal force acting on it. The
forces manifest themselves when the tip approaches a domain
wall separating two regions of different magnetizations (in
general, any region of nonuniform magnetization). The main
features of the force acting on the tip as it goes across a
domain wall can be illustrated with the simple model sketched
in Fig. 8, where we consider two infinite antiparallel domains
separated by a sharp domain wall. The force distribution
around the domain wall will depend on the orientations of the
tip and sample magnetizations, characterized by the angles e1,
1p and E) , 2, respectively. A very important point
associateS' with the long-range force given by Eq.6 is that,
as long as the size L of the single-domain particle at the end
of the tip is large compared to the gap distance z, the tip
force does nto depend on z. Therefore, one can work at
relatively long distances from the surface and in contrast
with the STM, it is not necessary to have a welldefined z
value. By assuming a spherical magnetic tip (with a radius
L >> z), the tip sample force as a function of the tip
distance x to the domain wall takes the simple form

F(x) = FO(axr + b)/x2r + 1), (7)

where x, = x/L and F2 = 8/wo 1 92L
2 ; a and b are constants that
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Fig. 8. Scheme of the magnetic version of the atomic
microscope (from Ref. 22).

depend on the spin configuration. In Fig. 9 we have plotted
the reduced force F/FO as a function of xr for different spin
configurations. These results are obtained for a spherical
magnetic tip, but can be generalized to an arbitrarily shaped
single-domain particle used as the tip. For example, we have
calculated the forces induced on a needlelike tip like that
shown in Fig. 8. Our results show that Eq. (7) remains
approximately valid, provided L2 = Lx , xr = x/LX, and LZ >>
z. In Fig.9 (d) we have plotted the calculated force or tip

43displacement profile assuming different wall widths
Provided the domain wall width would be of the order or higher
than L, it would be possible to get information, not only of
the domain distribution on the sample surface, but also of the
domain wall itself. An interesting point is that the AFM
would be able to obtain information about the thermodynamic

F/k a)

2- d

x/ L

Fig. 9. Calculated forces F/F0 vs the distance x/L between
a spherical tip and a domain wall separating two
antiparallel domains for different spin
configurations. (a) - (c) correspond to a sharp
domain wall. (d) is the same as (a) but for
different wall widths C/L. (From Ref. 22).
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properties of a magnetic sample through the dependece of
(or the magnetic correlation length) and A with the
temperature. From this point of view, we can interpret Fig.
9(d) as the expected behavior of an AFM profile as the
temperature increases.

To simulate the influence of these forces in an AFM
experiment, consider that the base of the lever is kept fixed
with respect to the sample. When the tip approaches a domain
wall, it will suffer a normal displacement given by the
solution of K(d-z) + F(x,z) = 0, K being the force constant
of the lever and d the tip sample distance in the absence of
forces. In our case the displacement Az will be given by Az
= F/K, and is independent (for L >> z) on the exact distance
between tip and sample. This is very important, because the
magnetic AFM will not be sensitive to the surface roughness,
as long as the surface roughness is small compared to Lz.
Another point is that Fig. 9 could be taken approximately as
a plot of the tip displacement that would be observed in an
experiment, just by noting that F/F = Az/Az0, Az0 = F0/K
being the maximum ampliutde of tie displacement. The
sensitivity of the AFM will be controlled by the magnitude of
Az0 with respect to the amplitude of thermal oscillations,
zT ZV (KBT/K). Taking 14 and 92 typicall of the order of a
Bohr magneton A. per atom, we have F 0lO- L2 N and z 0zl"1 L2/K
A (K given in N m and L in A). At room temperature the
conditionz Az0 >AzT is equivalent to a condition that relates
the force constant of the lever K and the lateral dimensions
of the magnetic tip: K > 10"8L4N m"1 (L in A). By assuming that
this sensitivity condition is satisfied, the most useful
measure of the performance of the AFM as a magnetic profiling
device will be the lateral resolution parallel to the surface.
In other words, what is the minimum domain size D which can
be distinguished with this technique? A measure of this
resolution could be the width of the region

70 -

so- 
A

0

20 20

30 " 10nm

40

Fig.l0. Deflection of the lever is plotted as a function of
the tip position on the Ni sample. The interaction
force between sample and lever was attractive. The
AFM was operated in the constant force model, i.e.,
the displayed lines are equiforces lines. (From Ref.
22).
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in which the force changes as the tip goes across a domain
wall. As we have seen, this characteristic lengh is of the
order of the lateral tip dimension in the scanning direction
L. From the sensitivity condition given above, we see that
the force constant of the lever imposes a lower limit to the
AFM lateral resolution. For example, for typical force
constants K z 0.01-1 N m" we would have Li,, >50-100 A (or
forces F0 > 10-11 -l0" N).

We have tried to measure magnetic forces with our FM,
which is operated in air. In order to simulate the situation
presented in Fig.8, we have chosen a ferromagnetic Ni foil as
a sample and an electrochemically rolled and etched Ni lever
with an integrated ferromagnetic tip. As an example of
various measurements, Fig. 10 shows the obtained line scans,
which are very similar to the asymmetric lines shown in Fig.
9(d). The interaction force in this case was attractive. The
right side of the scans in Fig. 10 are flat, indicating that
small forces are out of apparatus resolution. We have checked
very carefully the topography of this Ni foil by STM
measurements, also performed in air. Typical structures have
a height of 5-10 nm. However, the structures observed by
magnetic interactions (Fig. 10) show a deflection of the
cantilever beam in the range of 60 nm. Therefore, no
correlation between the height of the structures in the
topographic and magnetic images is observed. It is very
difficult to calculate the force constant of the lever K
because of the unknown elastic constant of rolled and etched
thin ferromagnetic Ni foil used as a lever and the effects
arising from the interactions within the tunneling junction.
Nevertheless, from the width of the structure in Fig. 10, we
estimate a monodomain tip of L z 500 A (i.e., a maximum force
F0 Z 1014 L2 z 3 x 10- N) and from the deflection of the
cantilever beam Az0 = 500 A, we obtain K = 0.05 N m

"I, wich
satisfy very well the sensitivity condition of the AFM versus
thermal oscillations. By taking into account the roughness
of the estimation, the order of magnitude of K seems to be a
reasonable value in comparison with others reported before in

-1 18AFM experiments (z 0.05-0.2 N m- ) . Our experimental results
show a good reproducibility for the repulsive as well as the
attractive interaction between tip and sample. Since these
interactions can be observed for a wide range of tip-sample
separation (more than 10 nm), we conclude that we measure
long-range forces, which cannot be attributed solely to the
attractive van der Waals forces. This strongly suggests the
magnetic nature of the observed interaction. Finally, we
would like to add that we were also able to observe
oscillating force-sample position curves. These experiments
were performed on rapidly quenched Fe-Nd-B samples, where the
domain size is known to be much smaller than the typical sizes
(0.l-e=2pm) in Ni."

In the above work only dipole forces were considered
however, one should also consider, for the tip-sample van der
Waals and anisotropy forces. Van der Waals forces are non
magnetic and are due to induce electric dipole interactions
between tip and samples. When the tip has a radius of = 500
A these forces can be important and can be used to distinguish
between magnetic and topography effects. The study and
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Fig. 11. Magnetic imaging fy force microscope of an isolated
strip-like domain. (a) Schematic view of the
geometry analyzed, (b) represents the calculated
magnetic dipolar forces F/F0 vs the distance, x =
X/R, between a spherical tip and the sample
magnetization for two different tip-sample spacings
z = Z/R, and (c) represents the force gradients
F'/F'0 (F'0 = FO/R) corresponding to (b).

discussion of van der Waals interactions as applied to MFM as
well as the anisotropy forces was studied by S~enz, Garcia and
Slonczewski 24. In what follows we describe the description of
the above forces as discussed in Ref. 24.

"In this work we discuss the forces involved in a magnetic
force microscope (MFM) and its relevance in the interpretation
of the experimental results. In particular, we discuss the
contrast mechanism in the magnetic images obtained by Martin
et al.28 in a recent experiment on laser-written domains in a
thin TbFe film.

We have discussed before22 the basic principles and
performance of the force microscopy as a magnetic profiling
device. The main features of the forces acting on the tip as
it goes across a domain can be illustrated with the simple
model sketched in Fig. 11(a). We will consider antiparallel
domains with sharp domain walls. The force distribution
around a domain wall depends on the relative orientation of
tip and sample magnetizations22 and, for simplicity, we will
consider the case of orientations normal to the surface.

In any experiment which involves force measurements we
should include the contribution of van der Waals forces. For
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a distance Z of separation between tip and sample surfaces,
which is less than the tip radius R, the van der Waals forces
can be given approximately by

19

SA (/R)2 A 1
Fw - = -2 (8)

6R Z 6R (

where A is a constant of the order of z 5 x 10-20 J (this is
a lower limite estimation) and z = Z/R. In general, for
submicron tip radius, we can neglect the van der Waals
contribution as compared to the magnetic forces.

Together with the dipolar force, there is another kind of
magnetic force associated to the local changes of the sample
magnetic moments induced by the magnetic field of the tip.
It is possible to estimate the contributicn of this force just
by adding to the energy density inside the sample the
contribution of the anisotropy energy. The energy density now
takes the form

44

t = (I/2)BM 2
1 sin2(9) - M1H, (9)

where 3 is the anisotropy constant. We assume the condition
B >>1, which is usually satisfied by materials having stripe
domains. The equilibrium value of the angle e is determined
by the condition a/ e = 0. The total magnetic force, in this
case, is obtained, as in the former case, by taking the energy
gradient in the z direction after integration over the sample.
For magnetic fields H much smaller than the coercivity H, (H
<< Hc z BMI), it can be seen that the new contribution to the
magnetic force is given by

Fan = - (7r2M 2 /8H,) [F 0/(Z+1) 4 ] (10)

This force is always attractive and does not change as the
tip goes across a domain wall. Moreover, as in the case of
Fd, for small tip-sample distance this force is almost
constant and the only effect on the lever motion would be a
constant shift of the displacements obtained before.

Up to now, we have discussed the relevant forces in
magnetic force microscope. However, we have assumed an
operation mode of the microscope in which the lever would
follow the changes in the tip-sample force. However, it is
also possible, to use, instead of the force, the force
gradient as the control parameter. In Fig. 11 (c) we show
the force gradient corresponding to the force given in Fig.
11(b). This would be the expected behavior in an experiment
performed at a constant tip-sample spacing. As before, in
this operation mode (constant z) the only effect of the other
foces would be a constant shift in the force gradient and
would have no effect in the analysis of the experimental
results.

The situation changes if the experiment is performed in
such a way that the gap distance is adjusted to keep constant
the force gradient. Recently, Martin et al. have obtained
high-resolution images of domains, working in the constant
gradient mode (See Fig. 12). In this working model, the
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Fig. 12. High magnification magnetic images of laser written
marks which consist of multiple domains due to the
low bias field used during writing.

displacements the lever depends, not only on the
dipolar force, but also on the van der Waals and "anisotropy"

contributions. We can estimate the expected order of
magnitude of the different contributions to the total gradient
in the case of the experiments by Martin et al.28. The sample
used in their experiments consisted of 500--thick Tb19Fe.1
with magnetization MI = 109 emu/cm3 and a coercivity Hc = 5.1
kOe. The sample had sufficient perpendicular anisotropy to
ensure a magnetization normal to the surface. For a
magnetized ti of iron we will assume a typical magnetization
of M2 = 2x10 emu/cm . Substituting these values, after
differentiation of Eqs. (8)and (6), we have

1 1(

F w R 2  
3 y

Va= 10. R zo,(z + 1)

and, at the peaks near the domain walls [see Fig. 11(c)),

F'd = I0'R (N/m) ,
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where R is given in A. For a tip radius R 1 1000 A and
typical tip-sample distances of z z 0.1-0.5 (Ref. 28)
(remember that all distances are in units of R) we obtain F'

-7 -3 -2 -10 10 N/m and F' 1 10 N/m. These values are
larger than the s 103 a

1 10' N/m observed experimentally28.
This difference could indicate that the magnetization of the
tip is actually smaller than that we have assumed. It is
worth noting, that although the van der Waals forces are very
small, their gradient is not negligible compared with that of
magnetic forces, and even dominates near the surface.

In order to understand the main features in a constant
gradient experiment, we have shown in Fig. 13 the qualitative
effect of the additonal gradients on the curves given in Fig.
11(c). Let us assume that we scan the tip at a large constant
gradient, in such a way that the van der Waals dominates over
the magnetic gradients. In this case the tip displacements,
necessary to compensate the changes of the dipolar gradients
as we go through a domain wall, will be very small. On the
other hand, if we start at a large distance from the surface
(i.e., small gradients), the tip displacements, necessary to
keep the small gradient fixed, will be very large. This is
in qualitative agreement with the observed behavior in the

28experiments by Martin et al. . However, from the above
discussion we would expect strong peaks on either side of the
domain boundaries. Moreover, for very large domain sizes (D
>> R), the dipolar force will be negligible far from the

22domain walls . Then we would expect that the force, and the
force gradient, inside and outside the domain walls would be
the same (notice that the van der Waals and "anisotropy"
contributions should be independent of the sign of the sample
magnetizations) This is in contrast with the smooth
experimental behavior obtained by Martin et al. They also
deduced different values for the force and force gradients
inside and outside the laser-written domains.

The contrast mechanism in the experimental magnetic images
is not clear. The absence of strong peaks at the domain
boundaries indicates that the observed structure is not
associated to the dipolar forces discussed before. (It is
worth noting, that for large domain sizes, as it is the case
in the experiments, there are not significant differences
between circular domains and the strip-like domains we have

F
F

X/R 0.1 G2 ZIR

Fig. 13. Qualitative effect of the van der Waals and
anisotropy gradients on the curves given in Fig.
11(c).
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studied). The experimental behaviour could be explained if
the magnetization or anisotropy inside and outside the written
domains were different. A slightly smaller magnetization
inside the domain (as a result of heat treatment during
experimental sample preparation) could account for the
difference in force gradient, as well as for the fairly
uniform contrast across the domain interior".

There is actually much work carried on to study magnetic
23-28heads with MFM . In particular we want to stress a recent

method developed by Schbnenberger et a126 that shows, in an
elegant way, how to separate magnetic structure from
topography. We recommend to read Rohrer contribution in Ref.3
that is basically followed here.

"Generally, short-range repulsive forces are used to image
surface structures by force microscopy. This contact method
can achieve atomic resolution on hard materials or on surfaces
where the atoms are laterally fixed by strong bonds. The
forces are controlled and monitored by the deflection of the
cantilever carrying the probe tip. The long-range forces, on
the other hand, are usually probed dinamically by the
vibrations of the cantilever. These are noncontact methods.
The measurements yield force derivatives: F/ s from the shift
of resonance frequency, and higher-order derivatives from the
entire frequency spectrum of the vibrating cantilever3.

The method of Sch6nenberger et al. is based on the fact
that magnetic forces due to a magnetization pattern vary
slowly with distance at distances which are small or
comparable to the dimension of the magnetic probe22 . They
introduce and additional force, the coulomb force, obtained
by applying a voltage between tip and sample, as control
interaction. The coulomb force diverges at small distance
with = s-2 The magnetic force Fm, on the other hand,
saturates at F. (see Fig. 14); wp approximate the slow
variation of the magnetic force with distance by dFm/ds <
Fm(S)/l, where 1 is the lateral extension of a magnetic
domain. One can then always find a distance so such that
dFc/ds >> dF,/ds, even if Fc(s 0) might be smaller than F.(so).
Without magnetic forces, dF/ds = dFc/ds = const is essentially
a topography. The magnetic forces induce only a small
deviation, 6s/s0 = I/6 (Fm/Fc) (so/1). The lateral variation
of the force on a constant dF/ds surface, however, is
dominated by the lateral variation of Fm . The total force on
a dF/ds = const surface is

F(s) = Fc(s) + Fm(s) = Fc(s 0 ) + Fm(s) (l+l/3(S0/l); (11)

Since Fc(So) = const, the force image reflects the magnetic
force up to a correction of order so/l".

Applications have also been made of the MFN to measure
superconductors. Due to the fact that a superconductor is
diamagnetic, there is a magnetic interaction between tip-
superconductor that can give information on critical fields,
etc. Prof. Khaikin and collaborators in the Institut for
Physical Problems of Moscow have cordially presented the
information that we describe here.
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Fig. 14. (a) Distance dependece of magnetic and coulomb
forces. (b) and (c) give the magnetic force image
and topography (as a dF/ds = const image),
respectively, at a stripe of alternatively up and
down-oriented magnetic bits.

Application of Magnetic Force Microscopy to High-Tc
Superconductor.
(A.P. Volodin, M.V. Marchevsky, M.S. Khaikin (Institute
for Physical Problems of Moscow).

"The magnetic force microscope (MFM) is based on the idea
of measuring magnetic forces with usual atomic force
microscope 22 . Forces acting between a ferromagnetic tip and
the sample are recorded by measuring the deflection of a
lever. In the present letter we describe the first
experiments with the low-temperature MFM as a tool for
investigation of the High-Tc superconductor.

The absence of any magnetic flux in a superconductor
independently of the initial conditions of the Meissner effect
as it is called, is a fundamental property of
superconductivity. Let's consider the single domain
ferromagnetic tip near the surface of a superconductor. There
exist the mutual repulsion between this tip as elementary
magnet and a superconductor. The simplest way of
understanding the repulsion is to think of image poles under
the superconductor. The real tip and it's mirror image would
in the absence of the superconductor, produce above the
surface just the same field distribution as produced by real
tip alone the superconductor. In case of absence of the local
perturbations of superconductivity the repulsive force depends
on the distance from the tip to the surface of the
superconductor only. The scanning would in this case produce
the topogram of the surface. But our research objective has
been to try to use the MFM to measure the superconducting
structure of High-Tc superconductor. The local perturbation
of superconductivity would produce the changing in the
repulsive force, which deflects the lever of the MFM. If such
a deflections are more less then the surface roughness, we get
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the image of the superconducting structure of the specimen as
a result of scanning.

Our MFM closely resembles a previous bimorph STM design
in our group46

. Magnetic force sensor was cut from 20-gm Ni
wire and electrochemically etched to a tip of less than 100-
nm radius. MFM was operated in the variable deflection mode,
in which tunneling was used to detect the lever motion.

We have performed our preliminary MFM measurements on film
of Bi 2Sr 2CaCu 2Ox at 77.6 K. The film with the thickness = 1 Am
and Tc = 86 K was fabricated by laser sputtering. The
roughness of the film was less than 30 nm, as it was measured
by STM.

Fig. 15 shows MFM images, obtained for different distances
from the tip to the surface of the superconductor at 77.6 K.
The direction of the Z axis displays the deflection of the
lever proportional to the repulsive force, acting between a
ferromagnetic tip and the sample. The divisions are 2 Am on
the X and Y axis and 100 nm on the Z axis. The second and
third images were measured 480 and 530 nm farther to the
sample than the top image. All images in Fig. 15 show some
perturbations and a smooth regions. A higher magnification

AMA

z

Fig. 15. See text.
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Fig. 16. See text.

by a factor 3) image of the perturbed region on the bottom
Fig. 15 imaged in Fig. 16. The perturbed regions correspond
to the diminishing of repulsive forces. The typical value of
the sensor deflection diminishes in = 6 times from the top to
the bottom image. The magnetic nature of the repulsive forces
is proven by measuring this force as a function of tip sample
separation,. These observations when combined with the room
temperature result, which shows the absence of any forces,
acting at this range of the distances indicate the
superconducting nature of the phenomenon. The perturbed
regions may be treated as the regions with the disturbances
in the superconductive properties of the sample. The possible
physical reasons for the existence of such a regions could be
the imperfections in the sample structure or more complex
phenomena of the magnetic field penetration into the High-Tc
superconductor, which is caused by the tip.

It is shown that the low-temperature MFM may be used to
investigate the distributions of the superconductive phase on
the surface of the superconductors".

WARNINGS AND FUTURE

This finishes our lecture notes on STM and MFM. But there
are some warnings and future work that will be interesting to
discuss:

1. MFM can be destructive if the tip or the sample are soft
materials comparatively to each other. For example magnetic
domains can be shifted by passing the tip because of the
larger molecular influencing the sample. Experimental
results have shown this effect .

2. In order to measure magnetic forces one needs to have a
large enough magnetic volume otherwise forces are too weak
and the cantilevers in MFM with electric constant z 1 N/m can
not be bend; i.e. the force is not large enough. This limitate
the resolution because the volumen of the tip should be of the
order of spheres of 100 - 1000A minimum. By the same taken
it will be difficult to apply MFM to thin magnetic layers.
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3. MFM may be able to measure direct exchange forces if a
clever exeriments is thought.

4. The problem of measuring magnetic properties with atomic
resolution is only possible with STM, with MFM it is not
possible. Although there is a door open with the experiment
of Ref. 16, this is far for being solve for any magnetic
conducting material. We want to establish here, for the first
time, that this is only possible through surface
magnetrostriction48 (see the lecture by O'Handley).

5. There are also many finite size effects that are in its
way to be studied by STM and related techniques 3. Recently,
for example, it has been proposed49 that an STM could be used,
by resonant tunneling to count electrons (Coulomb blockade)
and in this way to establish a quantum standard of current.

6. As said in the begining STMs and related instruments are
small, simple, cheap, and everybody can build one for his
personal needs. So it is a small, versatile instrument for
a big imagination.
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Special Session on Spin-Polarized Vacuum Tunneling

(This session was organized to address the numerous questions
that arose at the end of the lecture by N. Garcia, when he
reported on an experimental observation of vacuum tunneling of
spin-polarized electrons with the scanning tunneling
microscope,1 on the Cr(001) surface. Participants included N.

Garcia, Universidad Autonoma de Madrid, R. Gambino, IBM, T. J.
Watson Research Ctr., F. Meier, ETA Zurich-Festkrperphysik,

R. Victora, Eastman Kodak Research Labs, and K. Ounadjela,
University of Strasbourg. K. Hathaway, Naval Surface Warfare
Ctr., MD served as chairman for the session and assembled
these contributions from the participants.)

The session began with a discussion of theoretical and experimental
investigations of the Cr (100) surface:

Hathaway: Freeman and coworkers performed a seven layer Cr(001) slab
calculation using the full-potential augmented-plane-wave method (FLAPW) and
reported results on the charge density, magnetic moment, spin density and
hyperfine contact field.2 They find a ferromagnetic surface layer with
antiferromagnetic coupling between layers in the [001] direction. The
layer-projected magnetic moments within each muffin tin sphere from the
surface to the center layer are 2.49, -1.29, 0.89, and -0.89 Bohr
magnetons, respectively.

Victora: Victora and Falicov calculated the electronic and magnetic
structures of the Cr(001) surface using a tight-binding scheme, with single-
site, full orbital interactions treated self-consistently.3 A ferromagnetic
surface was predicted: spin polarizations were 3.00 (surface), -1.56, 1.00,
-0.93, 0.86, -0.85 (center) Bohr magnetons. The calculated surface
electronic structure yielded binding energies and dispersions which were
consistent with the (non-spin-polarized) photoemission data of Klebanoff et.
al., 4 subject to the usual difficulties with many-body effects and unknown
transition matrix elements.

Meier: In contrast, photoemission work by Meier, Pescia, and Schriber,
using spin-polarized photoelectron detection, found no evidence for
ferromagnetic order in the Cr(100) surface. 5 In this case ferromagnetic
order means an alighment of all magnetic surface moments along the same
direction and not just a truncation of the antiferromagnetic order of bulk
chromium which results in oppositely magnetized surface regions if adjacent
(100) planes are exposed to the vacuum. Minute amounts of oxygen
incorporated into the chromium subsurface were observed to give rise to

ferromagnetic order.

Ounadjela: Recently, Blgel, Pescia, and Dederichs 6 have studied, within

the framework of spin density functional theory two possible magnetic
structures for the surface of bcc (001) Cr:
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i) antiferromagnetic order 1 (AOl) in which spin orientations are
ferromagnetic within each (001) plane and alternate antiferromagnetically in
the [001] direction perpendicular to the surface.

ii) antiferromagnetic order 2(AO2) in which the (001) surface layer of
spins is ordered in a c(2x2) antiferromagnetic structure, leading to a
frustration of the spins on the first subsurface layer.

A comparative study of the total energies of these two magnetic
structures clearly shows that the ground state of AO is lower and thus it
is the more stable magnetic structure. A more realistic topological
configuration was considered consisting of a surface structure of (001)
terraces separated by single atomic layer steps, with alternate terraces
magnetized in opposite directions. From the observed environmental
insensitivity of the antiferromagnetic coupling between Cr near neighbors,
it can be inferred that the existence of steps does not perturb the bulk
induced topological antiferromagnetic order. These c - lations and
observations reconcile the various theoretical calculations and the
photoemission experiments showing spin-split states with the spin-polarized
photoemission measurements in which no net magnetization was measured for
the Cr (001) surface.

The session then proceeded to a discussion of the experimental results
reported in Ref. l.:

Gambino: Spin polarized scanning tunneling microscopy (SP-STM) was recently
demonstrated for the first time.1 The tip used in these experiments was
made from a thin film of Cr0 2 , a ferromagnet with a Curie temperature of
392K and 29B per formula unit. It is a metallic conductor with a typical
resistivity in thin film form of 40 p.Dcm at 4.2K and 200p-Qcm at 300K. A
band structure calculation shows that the compound is a half metallic
ferromagnet with a gap of about 2 eV in the minority spin band and the Fermi
energy passing through the majority spin d band.7 The calculation thus
predicts that Cr02 is a ferromagnetic metallic conductor with 100% spin
polarized electrons at the Fermi energy and these electrons have mainly d
character. Subsequent spin polarized photoemission experiments 8 on a
sputter cleaned surface of Cr0 2 showed 100% spin polarization but only at
about 2eV below EF. Very little density of states was observed at EF in
contrast to the ground state band structure calculation. In spite of the
unexplained inconsistency between the calculation and the experiment, the
spin-polarized photoemission results showed that Cr0 2 can provide a 100%

spin-polarized electron current.
The Cr02 films for both the spin-polarized photoemission and the SP-

STM experiments were prepared by the same chemical vapor deposition method.
The main reaction is the decomposition of Cr0 3 vapor to Cr0 2 and oxygen on a
heated substrate. The starting material, Cr03 , is toxic, corrosive and a
strong oxidant so the method was developed to minimize the quantity of
chemical used and to confine the reaction to a small apparatus. The
reaction chamber consists of a small fused quartz beaker about 8 cm high and
8 cm in diameter. The reactor is placed on a flat heater and the bottom of
the reactor is covered with granular Cr0 3 . The top of the reactor is fitted
with a nonsealing fused quartz cover, to which the substrates are clamped.
The top heater, in contact with the top cover, is brought to 390C before the
Cr0 3 is vaporized by heating the bottom heater to about 200C. The
deposition of Cr02 is very dependent on the substrate. Any substrate with
the rutile (TiO2 ) structure will serve to nucleate the growth of CrO2,
however, amorphous substrates or surfaces tend to grow Cr 203 under the same
deposition conditions.

To fabricate the thin film tips for STM it was necessary to deposit on
a silicon substrate. A nucleation layer of 200A of polycrystalline TiO 2 was
first deposited on the Si by rf sputtering. The substrates were then coated
with 0.5 to 1.0 jm of Cr0 2 using the CVD method outlined above. The (111)
Si substrates were cleaved so as to produce intersecting (111) planes. The
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cleavage crack propagates through the Cr0 2 film so that the tip is formed at
the intersection of two cleavage cracks. The Si is etched back 1-2 pm by
carefully dipping the tip into a solution of HF and HNO 3.

Garcia: Ehe va~iation in distance for keeping the tunneling current
constant for successive terraces, when using a polarized ferromagnetic Cr0 2
tip, is a clear indication that the terraces alternate magnetization
orientation. Furthermore the magnetization has a component perpendicular to
the surface, otherwise the effect would not be observable in the tunneling
current. This indicates that the Cr is antiferromagnetic with the spin
alternation taking place in half a latice constant in the (100) direction.
These results seem to be in agreement with the calculations by Freeman's
group 2 as well as with the model proposed by Bl16gel et. al.

6

The fact that stable current can be established for low voltages
(10meV) for a W tip, but stable current is only observed at 2eV for a Cr0 2
tip indicates that the Cr0 2 tip is semiconducting. This implies that the
bulk band structure calculations for Cr0 2 do not hold at the surface.
Perhaps what happens is that the oxygen content at the surface is smaller
and a real gap or quasi-gap appears at the Fermi level in the surface
region. Then the tunnel current will come from the majority spin in the
Cr0 2 . This could be consistent with the photoemission experiments by
Guntherodt et. al., 7 which showed nearly 100% spin-polarization for energies
2eV below the Fermi level.

The conclusion reached by Wiesendanger et. al. 1 in their analysis of
the experimental data, that the polarization of the Cr(100) surface is 20
per cent, is unjustified because the theory that they use is much too
approximate. They do not apply all the consequences of the theory of
Slonczewski 9 for s-wave ferromagnetic tunneling. In this theory the
polarization enters as the joint polarization of the ferro- or antiferro-
magnet with the tunnel barrier, i. e. the polarization of the ferromagnet is
masked by the tunnel barrier. This effect is not taken into account by the
analysis of Ref. 1.

Also, in order to quantitatively evaluate the polarization of the
sample and the tip, a more refined calculation of the spin polarization of
the integrated tunnel current should be done, especially considering the
difference in contributions from the d and s electrons. This can only be
done by performing a band structure calculation with minimization of total
energy and looking at the extension out of the surface of the tails of the d
and s wavefunctions for the waves involved in tunneling. This case involves
not only states at the Fermi level but states from the Fermi level to the
2eV applied voltage at which the experiments are performed. The conjunction
of such calculations with spin-polarized scanning tunneling microscopy is a
very powerful technique to study atomic magnetism.

In conclusion I would like to state that spin-polarized scanning
tunneling microscopy is now possible with atomic resolution and a new door
opens to understanding ferromagnetic problems and ferromagnetic coupling
with atomic resolution.
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MAGNETIC IMAGING VIA SCANNING ELECTRON MICROSCOPY

WITH POLARIZATION ANALYSISt

R.J. Celotta, M. Scheinfein, J. Unguris and D.T. Pierce

Electron and Optical Physics Division
National Institute of Standards and Technology
Gaithersburg, Maryland 20899

INTRODUCTION

Scanning Electron Microscopy with Polarization Analysis (SEMPA) is a
relatively new technique for obtaining images of magnetic microstructure.
We will summarize the method and give a few examples of its application in
this brief paper. A new review of the technique provides extensive
additional information and references [1].

As in the magneto-optic Kerr technique, SEMPA images the magnetization
of the sample directly, while Lorentz electron microscopy or magnetic force
microscopy display magnetic structure through their sensitivity to magnetic
fields. SEMPA was suggested as a technique [2,3] following the
demonstration [3] that secondary electrons scattered from a ferromagnet by a
high energy electron beam exhibited the spin polarization characteristic of
the magnetization of the solid. It was envisioned that the highly focused
electron beam of a scanning electron microscope could be rastered across a
magnetic surface and a magnetization map would be obtained by measuring the
polarization of the secondary electrons which are generated, as depicted in

Fig 1. We use high efficiency polarization detectors based on the low
energy diffuse scattering of electrons from a Au target [4] to measure all
three components of magnetization. Other embodiments of SEMPA at KFA JUlich
[5], Hitachi [6] and Stanford [7] use Mott or LEED polarization detectors.

Incidlent Electrons From Spin-Polerization
Scanning Electron Microscop.nlye

Fig. I A schematic representation of a SEMPA microscope.
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SEMPA offers the ability to image the magnetic microstructure of solid
samples with a resolution considerably better than optical techniques. A
resolution of 40 nm has already been demonstrated for SEMPA [5] and 10 rim
appears obtainable. This is to be contrasted with I pm resolution for the
magneto-optical Kerr effect and about 10 nm for Lorentz microscopy when
samples are thinned to less than 300 nm. Because SEMPA is based on
measuring the polarization of secondary electrons which originate in the top
few nm of the solid, it is intrinsically a surface analytic technique. As
such, it requires that thick non-magnetic overlayers be removed and that
measurements be made in an ultra-high vacuum environment. An advantage of
the surface sensitivity is that very thin magnetic layers can be analyzed
with no loss in signal. Because the magnetization images are obtained
simultaneously with the topographic image, but are independent of the
topographic measurement, the effect of surface physical structure on
magnetic structure can be ascertained. Typically, a scanning Auger
microscope is used so that an elemental map of the surface composition is
also available. The time required for SEMPA imaging varies considerably
depending on the magnetization and the resolution required. SEMPA images
generally take a few minutes to acquire, although coarse (64x64) images can
be obtained in one second for favorable cases. Both ferromagnetic and
ferrimagnetic conductors can be imaged.

OBSERVATION UE THE (0001) SURFACE OF hcp COBALT

As an example of the three dimensional imaging capability of SEMPA, we
show in Fig. 2 measurements [8] of the magnetic microstructure of a single
crystal of Co that has been oriented so that its easy axis (c-axis) lies

Fig. 2 Images of the topography (a) and the domain structure of the Co
(0001) showing magnetization components (b) M. along the
horizontal and (c) M. along the vertical in-plane directions, and
(d) M. in the out-of-plane direction. Each image is 18 Am wide.
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perpendicular to the surface. Figure 2 (a) is the normal SEM topographic
image obtained from the full secondary signal. Figures 2 (b), (c) and (d)
show the M., M,, and M. components of the magnetization vector, respectively.
The data are represented by a linear gray scale with white (black)
indicating the maximum of the magnetization in the positive (negative)
direction. Hence in the dendritic pattern of Fig. 2 (d), the white (black)
areas represent magnetization out of (into) the crystal surface. The very
different pattern shown by the in-plane magnetization components of Fig. 2
(b) and (c) can be analyzed by converting the value of these two components
at each point to an in-plane angle and a magnitude. The angles appear
quantized in roughly 600 increments which we speculate is related to a weak
six-fold magnetocrystalline anisotropy. These patterns are very similar to
those observed by the Kerr technique [9].

SURFACE DOMAIN WALLS IN Fe

The magnetostatic energy associated with magnetization perpendicular
to the surface generally forces the magnetization at the surface to lie in
the surface plane. Only for strong perpendicular anisotropies, as in Co
above, do we see an out-of-plane component. For domain walls, this effect
is seen in the rotation into the surface plane of the near-surface moments
at the termination of a bulk Bloch wall. This results in a transition from
a Bloch wall to a Noel wall within a length from the surface corresponding
to approximately the width of a bulk Bloch wall. Figure 2 shows a SEMPA
line scan across a 180 ° wall in Fe(100) between domains which are oriented
in the ±y direction. The My component is directed along the domain
direction. No perpendicular (M,) component is observed. The M. component
shows the in-plane rotation of the magnetization tor the surface N6el wall.
The solid line is the result of our micromagnetics model calculation [10j,
broadened by the 70 nm beam probe width for this measurement. The
calculation uses only the bulk values for the magnetization, the
magnetocrystaline anisotropy and the exchange coupling constant. No
magnetostriction or surface anisotropy terms were included. The excellent
agreement obtained here, and in other systems with a wide range of magnetic
parameters, gives us a high degree of confidence in our model calculations.

TbFeCo MAGNETO-OPTIC RECORDING MEDIA

The examples discussed so far have been ferromagnetic systems. The

1.2

1.2 = Fe (100)

0.8

N 0.4

0.0
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-1.2
-0.5 -0.3 -0.1 0.1 0.3 0.5
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Fig. 3 Magnetization profile for 180 ° surface domain wall in Fe(lO0).
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Fig. 4 The M. (a) and M, (b) magnetization components of laser written
bits in a TbFeCo magneto-optic recording medium. Each image is
6.7 pm wide.

TbFeCo medium, as used for thermomagnetic writing in magneto-optical
recording, is a ferrimagnetic system with its transition metal and rare
earth sublattices antiferromagnetically aligned. A typical thermomagnetic
material will have its compensation temperature, where the magnetization is
zero, near room temperature. Figure 4 shows room temperature SEMPA images
[11] of bits written in just such a material. The crescent shaped bits are
created by reversing the applied magnetic field while the media is moved
under a circular laser spot which provides local heating. We are able to
see the domain structure even though there is no net magnetization because
the secondary electrons analyzed in SEMPA come preferentially from the 3-d
valence electrons in these alloys. The use of the Lorentz, MFM, and Bitter
techniques near the compensation temperature is difficult because of the
very small magnetic fields produced. SEMPA is being used here to study the
size and shape of the written bits and the structure of their boundaries as
a function of material and writing parameters.
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ATOMIC SCALE PROBE INTO HIGH-Tc SUPERCONDUCTORS

USING SCANNING TUNNELLING MICROSCOPY

J. Nogues and K.V. Rao

Dept. of Condensed Matter Physics
Royal Inst. of Technology, Stockholm, Sweden

INTRODUCTION

Scanning Tunneling Microscopy (STM) has proved to be one of the most
versatile techniques to study various surface properties of metallic as well as
semiconducting materials directly in real space with atomic resolution [1,21. When using
STM, an atomically sharp metallic tip is advanced near enough (a few A) to the surface
so that the sample wave function overlaps and the vacuum tunnelling resistance between
surface and tip becomes finite and measurable.

The tunnelling current is critically dependent on the wave function overlap. The
two main modes of operation of an STM are "topography" and "spectroscopy". In the
first mode of operation as the tip is scanned across the sample with an applied voltage
(typically 0.01-2 V), the tunnelling current between the sample and the tip is maintained
constant via a feedback circuit to the z-piezo which adjusts appropriately the sample-tip
distance. The correction feedback voltage thus faithfully images the surface topology
with a vertical resolution of about 0.01-0.1 A and a lateral resolution around 1-2 A. In
the 'spectroscopic' mode of operation the I-V characteristics due to tunneling between
the tip and the sample at a fixed location are obtained [2,3].

Since the discovery of high temperature superconductors [41, extensive STM
studies have been carried out on these oxide materials to obtain both structural and
electronic information. The potential of STM was first exploited by Garcia et al.151 to
investigate microstructural details like homogeneity, and conductivity across the 'twin-
boundary' planes inside each grain of a sintered bulk Y-Ba-Cu-O based superconductor
with Tc close to 85K. Since then, extensive STM studies have been carried out by
various research groups on a whole class of Y-, Bi-, ant TI-based high-Tc materials
mainly to understand the importance of granularity in both bulk and thin film forms
[6,7], growth mechanisms [8,9], metal-semimetal conduction characteristics, especially
across the Y-based material [10-14], surface degradation [121 etc.

The mechanism for high critical temperature superconductivity is still unknown.
In order to understand the possible mechanism of fundamental importance are the
knowledge of the density of states near the Fermi-surface,and the superconducting

Science and Technology of Nanostructured Magnetic Materials 339
Edited by G.C. Hadjipanayis and G.A. Prinz, Plenum Press, New York. 1991



energy gap 1151. Several techniques have been used to study these properties, clectron
tunnelling spectroscopy being the most powerful among them. Conventional electron
tunnelling with planar insulating barriers has not so far provided a consistent
unambiguous information for the oxide superconductors [161. On the other hand blhb
point contact and vacuum tunnelling using STM - the so called Scanning Tunnelling
Spectroscopy or the STS-method - which probes small, almost atomic scale, areas on
the surface of the sample have produced significantly reproducible data leading to a
local information of the energy gap [16,17]. By STS, Bi-based superconductors are
found to be easier to tunnel through probably because their surface properties do not
degrade so easily as in the case of the Y-based materials. The energy gap values, 2
A/kTc, obtained on the Bi- and TI-based materials using point contact tunnelling are
more clearly determined [17,181 and has been usually found to be in the range 4-6
which is slightly higher than the expected BCS-value.

Fabrication of thin films of high-Tc superconductors with desirable functional
properties has been reported up to now mostly for films deposited on expensive and
exotic substrates such as SrTiO 3 or MgO single crystals of chosen orientations. Studies_
on suitably chogiin buffer layers on inexpensive substrates such as mica or glass are
rather scarce [19] but of considerable interest. However, it is clear that the functional
properties and growth process of superconducting films on such substrates depends very
much on the morphology of the buffer layers and the nature of the substrate. I

In this paper we present the salient features of some of our STM studies of the
topology and tunnelling spectroscopy along and normal to the Cu-O planes of
monocrystals of BiSr2CaCu2O8 +x. In addition preliminary topological studies of the
morphology of buffer layers of Au and Pt on mica as a function of film thickness are
also presented.

EXPERIMENTAL DETAILS

Single crystals of nominal composition Bi 2Sr2CaCu20 8+x studied in the present
work were prepared by the floating zone technique (201, kindly made available to us be
Dr. Balbashov at the Moscow Power Institute. The monocrystals, approximately 10 x
2 x 0.3 mm3, had its c-axis growth perpendicular to the thinner dimension.

The thin-film buffer layers of Au and Pt of thickness 1000-3000A were f-sputter
deposited on mica substrates (maintained at about 500 C, or room temperature) at a rate
of 1 A/sec and in an argon atmosphere of typically 2 mTorr pressure with a bias field
of about 155 V for a target-substrate distance of about 3.5 cm.

For the topological and spectroscopic characterization three types of STM*s were
used: The first one has a single piezo-tube to drive the tip, This piezo-tube rests on
a stack of four 2mm thick stainless steel plates separated from each other by rubber
vitons which dampen the external mechanical vibrations by four orders of magnitude.
Initially, the tip-sample approach Is made by means of a differential micrometer until
the electronics takes over at the appropriate stage. The second one consists of two
concentric piezotubes, one for scanning and the other for thermal compensation as wtl!
as internal sample translation. This set-up makes the microscope rather lnsensitive to
thermal drifts anti thus enables us to carry out dynamic temperature dependent property,
studies. In this instrument the tip-approach is clone by Inertial motion which avikN
many of the problems (if the mechanical approach systems between 4K to 3MR,
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Together with the small size of this microscope (the overall dimensions being that of a
5cm long cylinder of 1.5 cm diameter) the above described arrangement makes the STM
stable with hardly any need for damping [21]. The third STM used for low temperature
tunnelling studies,in collaboration with Prof. Vieira at Autonoma University at Madrid,
consists of a single piezo-tube rigidly thermally anchored in the inner chamber of a 4 He
cryostat, where-in He gas is introduced to achieve thermal equilibrium. This STM can
operate in the temperature range 1.4K to 300K. The tip-sample approach is made by
means of a micrometric screw, driven from outside the cryostat, and which can be
mechanically decoupled after the tunnelling current is established [12]. In our
experiments the first two microscopes were used for topographic studies, at ambient
conditions, of the single crystals and thin film buffer layers. In the first two STM's we
used W tips either mechanically ground or electrochemically etched in NaOH. In our
tunneling studies with the third STM Pt-Rh tips were used.

RESULTS AND DISCUSSIONS

Figure 1 shows the X-ray diffraction pattern obtained for the monocrystal
Bi2Sr2CaCu2 Cu8 +x produced by the floating zone technique. From the X-ray data we
determine the unit cell parameters of this well oriented to be a = 5.45 A, b = 5.46 A.
and c = 30.81 A. From microstructural SEM and STM studies we find the monocrystal
to consist of a stack of plates packed along the growth axis. Low field ac-, and dc
susceptibility measured perpendicular to the c-axis show almost complete flux shielding
at helium temperatures even at fields of the order of a few hundred Oersteds, with Tc
= 80K at the onset of diamagnetism. The microstructural investigations using STM
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Fig 1. X-ray diffraction pattern for the Bi-
based monocrystal produced by floating zone
technique.
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carried out in air at room temperatures was possible on freshly cleaved samples using
tunneling voltages in the range 0.1-1 V and tunnelling currents between 1-2 nA. Even
smaller tunnelling voltages could be used but we found that it was much easier to tunnel
in the above mentioned voltage range. The existence of cleavable plane implies that
scanning will be more likely to occur through a specific face of the crystal. At many
areas of the surface rough features are found in agreement with SEM observations (fig.
2a). Another common feature is a layered structure with micron size smooth surface
regimes as seen in fig. 2a. In our STM studies, shown in fig 2b, we observe steps of
several hundred A clearly divided into smaller steps in multiples of the lattice constant.
Such macrosteps are a usual feature of the growth of crystal surfaces. In the places
where flat areas are found we often observe steps of one or two times the lattice
constant as seen clearly in fig.3. Unfortunately, in our STM studies we have not been
able to image the superstructure of the a-b plane which characterizes the
Bi2SrCaCu208+. monocrystals [22].

Fig 2a. SEM observation of the surface of a Bi-based
monocrystal produced by floating zone technique.

Fig 2b. STM topography of an area of the Bi-
based monocrystal produced by floating
zone technique showing steps of several
hundred A divided into smaller steps.
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Fig 3. STM image in the flat areas of the
Bi-monocrystal showing a steps of one or
two times the lattice constant.

The I-V characteristics of the monocrystal of Bi2Sr 2CaCu 2O8+x were carried out
at helium temperatures both for orientations parallel as well as perpendicular to the Cu-
O planes. In our measurements the Pt-Rh tip was touching the surface of the sample
in order to obtain measurable currents at low voltages. From the measured I-V curves
the conductance (dI/dV) was numerically calculated. The obtained data is not free from
the usual problems concerning STS on high-Tc superconductors. In fig 4 manifestations
of several of these problems can be observed, viz: a) broadening of the peaks of the
conductance, b) slight asymmetry of the dI/dV curve, c) leakage currents at zero voltage,
and d) peak structure at high voltages. The first three points indicated above are quite
well accounted for by the lifetime broadening effects, and the asymmetrical insulating
barriers model, which have been used [see ref.17 and the references therein] to fit our
dI/dV data. The peak structure observed at higher voltages (the fourth point above) is
probably due to S-I-S tunnelling, as discussed in detail in ref. 17, and not from charging
effects. Taking into account the above possible effects on the tunneling characteristics,
an energy gap of about 20 mV can be deduced from our data for both parallel and
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Fig 4. Conductance curves obtained at 4.2K for
the Bi-based monocrystal with the STM-tip
perpendicular (solid curve) and parallel
(dashed curve) to the Cu-O planes.
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perpendicular directions with respect to the c-axis. Thus the anisotropy in our sample
is found to be quite small from the gap measurements as has also been observed before
in some cases [16]. The energy gap we observe for the Bi-monocrystal is determined
to be 2A/kBTc = 6 which is in good agreement with some previous measurements [ 17,18
etc.]. Detailed discussions of the above studies are presented in ref. 17. It is important
to point out that in our STM studies on a 120K TI-based bulk superconductor we have
obtained remarkable, almost ideal, I-V characteristics with none of the above described
effects [17]. The value obtained for the energy gap in this case was 3.5, a value
perhaps fortuitously in agreement with the expectations from the BCS formalism.

Next we present our preliminary studies of the topology of buffer layers of Au
and Pt on mica substrates. Clearly the morphology of these buffer layers will have an
important indelible effect on the superconducting films grown on them. We thus would
require an epitaxial growth of the buffer layers with as little, if not negligible, effect on
the over layers. The present study is thus intended to optimize the thickness of the
buffer layer and determine the conditions for possible epitaxial or film growth with a
well defined directional property. The topography of thin films of 3000A Au and
1000A Pt were studied at room temperature in air. As shown, fig 5a, in the X-ray
diffraction pattern of IOOO Pt (sputtered at 0.01 mTorr with a rate of 1 A/sec on a
mica substrate held at room temperature) an epitaxial growth of the film along (1,1,1)
direction is obtained. However, in the STM topography of these films we observe, fig
5b, quite a rough surface usually with several tenths of A corragations which are
randomly distributed without any correlation among them. Further studies of Pt-films
grown at different substrate temperatures is desirable. The 3000A Au films deposited
at room temperature showed a marked tendency to island formation. As seen in fig. 6
these islands are oval shaped and of different sizes usually about 100 A wide and
several hundreds of A in length with their heights typically between 10 and 50 A. Such
island formation has already been reported for Au deposited on mica when the
deposition temperature is not so high [19]. This may be so, because at room
temperature the possibility of migration for the Au atoms is very small, and therefore

- .l
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Fig 5a. X-ray diffraction of 1000 Pt showing oriented
growth on mica substrate at room temperature.
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Fig 5b. STM topography of the 1000 A Pt-film
sputtered on mica at room temperature.

Fig 6. STM-depth profile topography of a Au-
film deposited on mica with island growth.
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Fig 7. STM topography of a Au-film on mica
showing atomic steps on top of one of the
island-growth. (Vt = 0.05v; It = 1 nA)

they coalesce into islands. In fig. 7 the STM topography of the 3000A Au film shows
some atomic steps on top of one of these islands. Clearly more systematic studies of
these buffer layer films are needed before useful high-Tc films can be deposited on
them. Such studies are now in progress.

In summary, we have presented three types of STM studies on high-Tc related
work: 1) surface topology and growth pattern of Bi-based monocrystal grown by the
floating zone technique, demonstrating the layered structure and growth mechanism at
the surface in steps of unit cell dimensions or their multiples, 2) STS local electron-
tunnelling at helium temperatures determining the superconductivity energy gap for the
Bi-based monocrystal along both the c-axis and the a-b plane to be of the same order
of 20 mV thus implying a small anisotropy, and 3) the topography of Pt and Au buffer
layers on mica. While the Pt films showed an epitaxial growth even at a thickness of
1000 A, it is found that Au films less than 3000 A thick tends to form islands of about
300 x100 x40 A with some monatomic steps on them. These island formations are
probably due to the low deposition substrate temperature.
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MAGNETIC ANISOTROPY
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ABSTRACT

Magnetic anisotropy reflects deviations from spherical
symmetry on a macroscopic or a microscopic level. The macroscopic
effects are easily calculated from Maxwell's equations and the
susceptibility of the material. Microscopic effects are much
harder to obtain, since they involve the details of the
electronic structure. A relativistic description of the electrons
is necessary to explain microscopic magnetic anisotropy. Single
particle effects are due to the spin to own orbit coupling in the
relativistic form of the kinetic energy. Intra-atomic many body
effects find their origin in the Pauli principle, which causes a
coupling of the orbital magnetic moments according to Hund's
second rule. Relativistic corrections to the electron-electron
interaction lead to a coupling of the magnetic moments of the
electrons, and an effective inter-atomic coupling of the atomic
moments. All these ingredients are necessary for a discussion of
microscopic anisotropy. In this paper we will give an overview of
these concepts within the framework of density functional theory.

INTRODUCTION

Solids interact with magnetic fields in many different
ways I . Materials can be diamagnetic, paramagnetic, ferromagnetic,
etc. Magnetism plays an important role in many applications.
Without permanent magnets it would be impossible to produce
electricity, use engines, and so on. In all the applications it
is not only important that there is some kind of magnetic
response of the material, but also that this response depends on
the orientation of the material with respect to the external
fields. For example, this magnetic anisotropy stabilizes bar
magnets because it makes it highly unlikely that the north and
south pole will interchange. Without magnetic anisotropy we would
not have useful magnets!

The shape of a sample is the most important cause of
magnetic anisotropy. This is easy to understand if one assumes
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that the magnetic energy of a solid is given by the sum of
dipole-dipole interactions between all the local atomic moments.
This interaction decays with the inverse third power of the
distance between the magnetic dipoles. The number of dipoles
increases with the square of the distance, and hence the total
contribution of all magnetic dipoles in a shell of a certain
radius decreases like the inverse of this radius. The
corresponding summation over all shells is therefore
conditionally convergent, making it plausible that the answer
will depend on the way we perform this summation. As a result,
the shape of the sample is important. Shape anisotropy is a
macroscopic phenomenon.

There are several microscopic aspects of magnetic
anisotropy. In a free atom, the values of the spin moment, the
orbital moment, and the total moment are determined by Hund's
rules if the Russell-Saunders coupling scheme is applicable. This
certainly is true for the transition metals. The orbital moment
of a transition metal atom in a solid is almost always quenched,
but still has a small non-zero value. The orbital moment is
locked in with the crystalline structure. The spin moment on the
other hand is locked in by the external magnetic field. Spin-
orbit coupling connects these two moments and hence leads to a
coupling of the direction of the external magnetic field and the
crystal symmetry.

Intra-atomic correlation between the orbital angular momenta
is described by Hund's second rule. Inter-atomic correlation is a
coupling of the motion of an electron on one atom and another
electron on a neighboring atom. The latter effects will be of
shorL range, but might lead to a correlation of the magnetic
moments on neighboring atoms and hence also yield a coupling
between magnetic effects and crystalline directions. Even in a
mean-field approach there is a coupling between the magnetic
moments of electrons on different atoms due to the Breit
interaction between the electrons. At large distances this
interaction is mainly of a dipole-dipole nature, but for near
neighbors higher order terms might play a role. The dipole-dipole
interaction is of a microscopic origin, but in the macroscopic
limit gives rise to shape anisotropy. At present, there is no
description of inter-atomic correlations and of near field
corrections to the dipole-dipole interaction, and we can only
hope that their effects are small.

BASIC QUANTITIES

In order to avoid confusion, we briefly review the terms
used in the theory of magnetism 2 . The magnetic flux density B(r)
(or magnetic induction) is the basic quantity in the theory of
magnetism. The units of the magnetic induction are the Gauss
(Gaussian system) or the Tesla (Rationalized MKSA system). It can
be measured by determining the torque on a magnetic dipole or by
investigating the trajectories of charged particles, which are
deflected by this flux density. According to Maxwell's equations,
a flux density is caused by currents and is related to the total
current density J(r) by
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VxB 4
C

The main problem in applying Maxwell's equations to solids
is related to the different length scales in a solid. On one hand
there are the currents due to the electrons revolving around the
nuclei, and on the other hand there are macroscopic currents on a
large scale. The microscopic currents are localized, and their
resulting flux densities can be approximated for most of the
material, at locations further away than a few atomic distances
by

3i ( rm ) - m

The only thing we need to know of the atom is its magnetic moment
m. Spin can be easily included in this stage. The average
macroscopic magnetization or magnetic moment density M(r) is
defined by

M ( r ) Ni ( r ) mi
i

where Ni (r) is the average number of atoms of type i per unit
volume. Changes in Ni(r) are on a length scale much larger than
the distance between the atoms and hence Ni(r) is considered to
be a macroscopic quantity. The magnetic field H(r) (measured in
Oersteds or Ampere-turns per meter) is related to B and H by

B = B - 4 t M

and only depends on macroscopic currents through

V X< a = im
C

where Jm(r) now denotes the macroscopic current density. The
properties of the material determine the relation between B and X

B = F (H)

and all microscopic information is contained in the function
F(H). This is a convenient way of separating macroscopic
quantities and microscopic, material dependent quantities.

SHAPE ANISOTROPY

The shape of a sample is the most important factor giving
rise to anisotropy. We will assume that the sample has a surface
of width zero, and that F(K) is different in the sample and
outside. If outside is vacuum, we simply take F(H)=H, or M=0. If
there are no macroscopic currents, it is possible to define a
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magnetic scalar potential (D which is related to H by

and which obeys the equation

A D=4 VM

It is easy to find the solution for the magnetic scalar potential
as a function of the magnetization

f V M x' d 3 x' + f' d 2 S'

The first term describes an integration over the total volume V
of the sample, while the second term pertains to an integration
over the surface S of the sample. If M is constant throughout the
material the magnetic scalar potential depends only on the
surface term. The resulting magnetic field HS has a direction
opposite to the direction of M and is therefore called a
demagnetizing field. Since it is mainly related to a surface
integral, it depends strongly on the shape of the sample.

If we artificially build up the magnetization in the
material from zero, we need a certain amount of energy to create
this magnetization and its demagnetizing field. This self energy
of the demagnetizing field is in its turn strongly dependent on
the direction of the magnetization with respect to the shape of
the sample. As a consequence, rod like shaped materials have a
direction of magnetization along the long axes, and plate like
materials are magnetized in plane3 . Again, the energies involved
are large compared to other sources of shape anisotropy. For an
infinite, perfect plane the anisotropy energy, e.g. the
difference in energy between magnetizatior in plane and
perpendicular to the plane, is 21tM 2 . If the plane is not
perfectly flat, however, this number will be different.
Therefore, subtracting the shape anisotropy for multilayer films
has to be done with care.

CRYSTALLINE ANISOTROPY

It is easy for a theorist to construct a perfectly spherical
sample of iron or nickel. The macroscopic shape of such a sample
does not lead to any anisotropy in the response of this sample to
a magnetic field. In experiments with such a sample one still
would find magnetic anisotropy though. The local arrangement of
the atoms in the sample is not spherical, but has a lower
symmetry. As a consequence, it is found experimentally that the
preferred direction of the magnetization in iron is along the
<100> axis, while in nickel it is along a <111> axis. If one
assumes such a microscopic anisotropy to exist, it is easy to
explain experimental results measuring the magnetizdtion of iron
or nickel along different axis. Obviously, one needs single
crystals for these experiments and for a non-ideal sample one
somehow has to subtract the large effects of the shape of the
sample.

Crystalline anisotropies have already been measured a long
time ago 4 . The values depend very strongly on temperature and on
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composition (for alloys). A microscopic theory of crystalline
anisotropy has to be consistent with these observations, and this
is not straightforward. The spin-orbit parameter in iron is about
4 mRy, which corresponds to 600K. One expects therefore a
dramatic reduction in the anisotropy at these temperatures, as is
seen experimentally. This simple consideration, however, cannot
explain why higher order anisotropy coefficients sometimes change
sign before they become very small.

ANISOTROPY ENERGY

The anisotropy energy can be measured in different ways3 .

Here we mention only two techniques, which (in principle) can be
mimicked directly in density functional calculations. The first
possibility is to determine the difference in area between
magnetization curves along two directions. This difference is
equal to the magnetization energy. In density functional
calculations this means calculating the total energy of a solid
as a function of the strength and the direction of the applied
field. This is not a feasible approach, however, since the
differences in energy are much smaller than the numerical errors
in the calculations. The second possibility is to measure the
field Ho for which the magnetization along an arbitrary direction
becomes equal to the saturation magnetization. This value can be
related to the magnetization energy. This approach is not
feasible either in a density functional approach, since the
values of the field Ho are very small and again are not reliable
due to numerical errors accumulating in the calculations.

Both approaches assume that the value of the saturation
magnetization is not field dependent for fields on the order of
HO. This is a realistic assumption, since for iron and nickel HO
is on the order of 0.04T, which corresponds to 0.2 microRy. This
is a very small value compared to the spin-orbit parameter, which
is typically a few mRy. The experimentally measured change in
saturation magnetization is indeed small. This change can be
neglected in a first order approach to evaluate the anisotropy
energy. Actual density functional calculations therefore are
peiformed by specifying the direction of the spin moment and
obtain the change in total energy as a function of this
direction.

RELATIVISTIC THEORY

Quantum field theory 5 is the proper framework to discuss
relativistic electrons interacting with electromagnetic fields 6 .
It is common to use simple models to obtain anisotropy energies.
In order to decide whether such a simple model is meaningful, it
is not sufficient that this model reproduces experimental data.
One also has to show that the model is a limiting case of a
precise theory. Quantum field theory is the fundamental theory
for electrons and phonons and its prediction of the value of the
Lamb shift is one of the most precise known to date.

The state of a system is given by a state vector la,b>,
where a denotes the quantum state of the electrons and b the
quantum state of the photons. The energy is calculated from
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E [ a , b ] < a, b d3r H ( r ) +

-e f d3r Pext ( r ) + (r ) X (r ) : +

-e f d 3r Aext(r):W ( r )( ):I a ,b >

with a Hamiltonian density given by

H(r) =:NK (r:) ( -- 2ccV + (13 - i ) mc -

i

e ( ( r ) + e 0 A ( r ) ) I ( r ) : + Hrad ( r

The field operators 1+ (r) and W(r) describe the creation and

destruction of an electron at r. The field operators (P(r) and
A(r) pertain to the photons.

The external fields are on one hand due to the nuclei, but
also can include fields external to the sample. It is a good
approximation to treat all these external fields as classical,
fixed quantities. This certainly is true for external fields,
which are of macroscopic origin. But also the interaction with
the nuclei can be treated this way since the mass of the nuclei
is much larger than the mass of the electrons. This is only a a-
posteriori justification: we know that quantum chemistry gives
good results. One can expect difficulties for hydrogen and heavy
fermion materials.

DENSITY FUNCTIONAL THEORY

There is n hing mysterious about density functional theory.
The basic Hohen erg-Kohn theorem 7 can be derived very easily in
the following way. In order to find the ground state energy we
have to minimize the energy E[a,b] over all quantum states la,b>.
An important consideration is that he external fields couple only
to the charge density

p ( r - e < a , b I : + ( r ) V (r) : a, b >

and the current density

j ( r ) = - e c < a, b I + (r) (rri W a, b >

We now perform the minimization in two steps. First we select
arbitrary values for the charge density and current density and
minimize the expectation value of the Hamiltonian using all
states la,b> which are compatible with these densities. This
defines a functional F[p,j]:

F[pj = min <a, b I Jd 3rH(r ) I a , b >
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where the minmum is taken over all states la,b> consistent with p
and j. This functional does not depend on external quantities
and, in principle, can be calculated for once and for all. Next,
we take the external world into account and minimize over all
possible values of the densities p and j to get the true ground
state of the system

E0 = min ( F p ,j ] + fd 3r p ( r ) Pext ( r )

I Jd 3 r j (r )Aext ( r ) )
c

Some care has to be taken in defining the space of allowed
densities 8 , but apart from that there are no special problems.
The main difficulty, of course, is that one cannot obtain an
analytic expression for F, and therefore approximations are
necessary.

At this point we want to eliminate the photon contributions.
For each state a of the electrons we find the minimum
configuration of the photons. This introduces an Lfective
electron-electron interaction:

I e Y+ + r"1-- : 1jJ ( r ) 14I ( )'

2 I r - r' K

(X 5s V - CC -gCCK

1 [ a ( r - r' ) [ a)v ( r - r' )]

2 ( r - r' )2

VP ( r' ) Wv ( r):

which was originally discussed by Breit 9, 10 . We have lost the
photon fields, but we have to pay the price of carrying around a
term in the Hamiltonian containing four electron field operators.
One insoluable problem is replaced by another, but the latter one
can be approximated more easily.

The current density j(r) is a quantity without an obvious
physical interpretation. Using the Gordon decomposition6 , this
current can be approximated by

j (r ) - c iB ( Vx :+ (r ) (r

r V+

where the first term is related to the spin of the electrons and
the second term to the real current of the electrons. The
coupling of the external field to the first term can be expressed
like
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2 f d 3r Bext ( r ) S ( r

If the external magnetic induction is constant, the coupling to
the second part of the current becomes

- Bext d 3r L ( r )

and we see that the magnetic induction only interacts with the
magnetization density

M ( r ) = L ( r ) + 2 S ( r)

Therefore, at this point we will only use the charge density p
and the magnetization density M. It is useful to separat the
magnetization density in the spin and orbital components, because
the spin part is easier to describe in density functional theory
and because for transition metals the orbital part is often very
small.

There are two terms which play a role in F: the kinetic
energy of the interacting electrons and the Coulomb energy of
these electrons. These two terms can be approximated by the
kinetic energy of a system of non-interacting particles which has
the specified densities, and the classical electrostatic energy
of such a system. The non-interacting kinetic energy is given by

Kni [p ,M] = min <a, b Jfd 3 r: ( r )

( h c aV + ( P - 1 ) m c 2 ) W ( r ) : a , b >

where the minimum is taken over all states la,b> consistent with
p and M. The classical electrostatic energy is given by

UH[ M f1c~ p (r ) p (r' )UH  P I M ]f d- dr d 3r P

2 Ir-r' I

2 d r d 3 r 12 I r-r' L3 ( M ( r ) M ( r" )-

[ M ( r)( r - r' ) ][ M ( r' ) ( r -r'

(r -r')2

- - f 3 rM 2  r )3

These to terms define the most important parts of the fuctional
F, and the remainder is called the exchange-correlation energy,
Exc. This name is incorrect, since the remainder also contains
the difference in kinetic energy between the interacting and non-
interacting system. All many-body effects are contained in the
exchange-correlation energy. It is a formidable problem to obtain
analytic expressions for this energy. Fortunately, several simple
approximations for Exc exist. It is surprising that these forms
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give very good results for the ground state properties of most
materials, as long as f electrons do not play an important role.
Apparently, hybridization (which is accounted for in the non-
interacting kinetic energy) is a more important factor in the
determination of the cohesive energy of many solids than
correlation (as expressed in Exc). A similar conclusion is not
necessarily true for the anisotropy energy!

The term in the functional F which is the most time
consuming to evaluate is the kinetic energy of the non-
interacting reference system. The traditional way to obtain this
energy is to solve the Kohn-Sham equationsll, 6

( - v + ( P - ) mc - e Veff (r ) +i

B Borb r)r x V +p 9B B Sn~BB r) r+ P'B ef(r) ) n r
eff eff

- Sn Pn ( r

in a self-consistent way. The effective potentials and magnetic
fields can be defined by

SF
Veff (r) - + Pet ( r6p

SF
Bsp I) + Bexteff S s

Borb F + B
eff L

assuming that the functional derivatives exist. It is also
possible to arive at these equations without using functional
derivatives. After solving the Kohn-Sham equations one evaluates
the charge and magnetization densities from

p (r) = -e r l(P0 (r) 2
n OCC

S (r) = -- 1 B £ (r)X (r )
2 n occ

L ( r ) 9B I + r ( r - r ) x V
L:) -p ~ ~ )p(r)

n occ i

A complication arises because the effective potentials
depend on the densities. Therefore, one combines the search for a
minimum in the total energy and the evaluation of the kinetic
energy. A self-consistent solution of the Kohn-Sham equations, in
which the charge and magnetization densities used to construct
the effective potentials are identical to the densities obtained
from these equations, also yields the densities for which the
total energy is minimized. One starts by guessing an approximate
form of the charge and magnetization densities. The resulting
output densities are obtained and in a systematic way the input
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densities are improved until they match the output densities
within a prescribed precision.

It is tempting to use the eigenvalues and eigenvectors of
the effective non-interacting Kohn-Sham equations to calculate
other properties of the interacting electron system. This is an
approximation, however, and the results will only be correct in
first order. The discrepancies between the outcome of such
calculations and the true many-body calculations is hard to
predict. Nevertheless, using the eigenvalues as a guide to
interpret data from photo-emision and de Haas-van Alphen
measurements is very useful.

EFFECTS LEADING TO ANISOTROPY

Relativistic effects important for crystalline anisotropy
come into play in all three terms of the functional F. In the
non-relativistic case the Kohn-Sham equations are ordinary
Schrodinger equations, but in the relativistic case they are
replaced by Dirac equations. The Dirac equations can be expanded
as a Taylor series in the fine structure cnnstant X and the terms
in second order include

1
- ( V Veff ) X V
C

which for a spherical potential couples the spin to the orbit of
the electrons. It is important to recognize that this constitutes
a coupling between the spin of an independent particle and its
own orbit, and that this is essentially a single-particle effect.
All simple bandstructure models to calculate the anisotropy
energy are based on this consideration. Changes in the total
energy as a function of the direction of the applied field are
related to changes in the energy eigenvalues of the Kohn-Sham
equations. One then hopes to relate the anisotropy energy to
changes in the Fermi surface (and, in general, near band
crossings) as a direction of the applied field. In all cases
where the orbital moment is sufficiently quenched, these single
particle models will give good answers.

Relativistic effects also modify the effective electron-
electron interaction. This was already shown a long time ago by
Breit. The classical electrostatic Coulomb energy has the form as
given before, which contains a dipole-dipole interaction between
the different electrons. This integral depends very strongly on
the shape of the sample. If we replace the magnetization in this
expression by its average value, this term yields the shape
anisotropy as calculated before 6 . One can subtract this term, and
the difference can be reduced to the form we had before with M-MO
in stead of M. Cross terms integrate to zero and hence can be
neglected. This dipole-dipole interaction between the electrons
also leads to an effective interaction between atomic moments.
The contributions of all individual electron pairs are added
together and result in dipolar and quadrupolar (and higher order)
effective inter-atomic interactions. This also leads to a large
class of models to calculate the magnetic anisotropy. These
models are especially useful when the orbital moments are not
quenched, as in many rare earth compounds.
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Relativistic effects in the exchange correlation potential
are probably less important for magnetic anisotropy. As mentioned
before, in a free atom Hund's rules are a direct consequence of
Pauli's principle. Although in a solid the angular momentum is
usually quenched, it is still non-zero, and some remnants of
Hund's rules will be present. The traditional forms of the
exchange-correlation energy do not include these effects. This is
the main reason why density functional calculations are less
successful when rare earth atoms are present or for free atoms.
Crystal field models for the magnetic anisotropy include these
orbital moments and are yet another way to give a simplified
description of magnetic anisotropy. Additionally, inter-atomic
correlations might be important for the effective inter-atomic
interactions mentioned in the previous paragraph.

NON-INTERACTING KINETIC ENERGY

We will first discuss the effects of the spin to own orbit
coupling in the kinetic energy of the electrons. At this time we
ignore the Breit corrections to the electron-electron interaction
and orbital terms in the exchange-correlation energy. Hence we
use the traditional local density approach for the electronic
structure. In analogy with experiment, we assume that we have an
applied magnetic field larger than H0, which causes a complete
alignment of the magnetization with the external field. Rotating
this field will change the total energy of the sample, but not
the external energy, and the changes in total energy are equal to
the changes in anisotropy energy. Assuming that the magnetization
is always parallel to the external field, we write the total
energy in the local density approximation as

E [ pS ] = Kni [ P , S ] + UH [ P I + Exc[ P , ISI ] +

fd3 r p ( r ) %ext ( r ) - d 3 r B ext S ( r

The only term which depends on the direction of the

magnetization, B, is the non-interacting kinetic energy. This

direction B can be taken as a parameter for the calculations. The

ground state charge and spin density corresponding to B are PB

and SB, and the total energy is

Ean ( B ) = E [ PB I SB]

Differentiating this expression with respect to B leads to

Ean 6E p 6E S Knia B + - + - +as 6S a

Since the charge and spin density used in this expression
minimize the total energy, the first two terms are zero, and only

the change in the kinetic energy due to a change in B is
important. The effect of changes in the charge and spin density
come only in to play in second order and hence can be neglected.

359



Therefore, the effective potentials entering in the Kohn-Sham

equations can be calculated once for a reference direction B0 and
the equations of motion we have to solve are

JC B B + ( r - 1 ) C2 ( r e n0  ( r ) +eff

9B f3B°'sp rFn9

The non-interacting kinetic energy is calculated from

Kni = f d 3 r 9( r
n, occ

( .- xV + M- ) c 2 )T ( r ) :

dn - 3 j r P( r ) V0 ( r) - 3r S( r ) B'sP( rn feff r {r)eff"

n,occ

and since the last two terms are constant, we only have to
evaluate the change in the sum of the energy eigenvalues and we
can write

Ean (B)= E n ( B
n,occ

PREVIOUS CALCULATIONS

The earliest review article on the subject of magnetic
anisotropy in iron, nickel, and cobalt was written more than

fifty years ago by van Vleck1 2 . He assumed that the atoms had a
certain atomic magnetization, and that the inter-atomic
interaction of these magnetizations could be expended in dipolar
and quadrupolar terms. Using a dipolar interaction only, the sign
of Kl will be negative for fcc and bcc lattices, which is correct
for nickel, but wrong for iron. Quadrupolar terms will change
this conclusion. His model could explain the order of magnitude
of the anisotropy energy, and van Vleck maintained that the
coupling of angular momentum vectors of different atoms is a
vital ingredient.

The first calculations based on a band model were performed

by H. Brooks1 3 , who used a tight-binding model of the three t2g
bands in iron and nickel. Spin-orbit interactions were included
using the atomic value of the spin-orbit parameter. His results
give the correct order of magnitude for nickel, but are unclear
for iron. In the abstract of his paper, H. Brooks already remarks
that the neglect of the Russell-Saunders coupling within the atom
is a chief weakness of his work.

Subsequent calculations of the anisotropy energy in the
transition metals almost always consider only the single particle
effects. Some examples are given in references 14, 15, and 16,
but this list is by no means complete. These calculations take
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the band structure into account in a more sophisticated way, and
recently calculations have become very reliable. Nevertheless,
the differences in the results between different authors are
large. For example, the energy difference between in-plane and
out of plane magnetization for an iron monolayer is given as -40
(reference 17), 340 (reference 18), and around 4 (reference 19)
10- 5 eV/atom! The results are clearly sensitive to details of the
calculations. The results for bulk iron and nickel are too
large 2 0 ,2 1 for calculations which are probably not well
converged, but a recent precise LMTO calculations 2 2 gives for
both nickel and iron -0.5 microRy/atom, while the experimental
values of the anisotropy energy are 2.7 microRy/atom for nickel
and -1.4 microRy/atom for iron. The theoretical values are too
small and have the wrong sign for nickel.

PROBLEMS IN CALCULATING THE CHANGE IN KINETIC ENERGY

It is surprising that the results for the magnetic
anisotropy for iron, nickel, and cobalt are so different when
calculated by different groups. This is a reflection of the
numerical problems involved in these calculations. The changes in
energy are very small compared to the electronic excitation
energies, and the magnetic anisotropy is the results of an almost
cancellation of two large terms.

The changes in the energy eigenvalues due to a change in the

direction B cause a change in Fermi energy and Fermi surface. If
the Fermi energy has an error of 1 microRy, it will make the
calculated results for the magnetic anisotropy energy of iron and
nickel meaningless. For materials with a small value of the
anisotropy energy it is useful to calculate the free energy

F ( g , B) = U ( , i ) - gN ,B)

It is easy to show that

U ( , B) - U ( o 'iO ) =

2
F (go , B ) - F ( o , BO) + 0 (g g- O )o

with an error which is of second order in the change in chemical
potential. Calculations for iron and nickel have shown that this
approximation is very good in those cases 2 3 . The advantage of
expressing the anisotropy energy as the difference of the free
energies is that one is now able to write the anisotropy energy
as a integral over the Brillouin zone according to

~ ( ~ ( nk ) - JO ) 0 ( go - E ( nk
nk

,a have analyzed the differences in the integrant as a

function of the direction B. The maximum values of this
difference are on the order of the spin-orbit parameter, but the
values are rapidly oscillating. One important reduction of the
numerical errors is to first add the results of all points in the
Brillouin zone which were equivalent before the introduction of
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the spin-orbit coupling in the equations of motion. This leads to
a large cancelation. Because a rotation in reciprocal space is
equivalent to a counter rotation of the magnetic induction, we
can write the anisotropy energy in the form

nk rotations

One only has to take into account all proper rotations, inversion
symmetry (if present) simply gives a factor two. The differences
in this integrant as a function of B have large values near band
crossings, especially when degenerate bands are involved. But
there are still oscillations on the scale of about one percent of
the Brillouin zone, and the integrated value is small, unless the
crossing happens to be within a few mRy from the Fermi energy.
Because of the small scale of the oscillations in the integrant,
a very dense mesh in reciprocal space is needed to perform the
integrations, about a million points in the first Brillouin zone
for a bulk material! Reference 22 presents these convergence
properties very nicely.

ESTIMATES OF THE ORDER OF MAGNITUDE OF THE VARIOUS EFFECTS

Spectroscopic data 2 4 for atoms are a good starting point to
discuss the order of magnitude of the various terms leading to
magnetic anisotropy. The magnitude of the effective magnetic
induction coupling to the spins in a free atom corresponds to an
energy of about 1.7 eV2 5 , while the effective induction coupling
to the orbital angular momentum is about 1 eV. Spin-orbit
energies are much smaller, on the order of 0.05 eV. This shows
that Hund's rules describe iron very well, and that the sequence
of importancy is spin moment, orbital moment, total moment.
Expanding the functional F near its minimum for an atomic
potential then takes the form

F[p,L,S] = A[P] + B[P ,S ] + C[p ,S ,L ] + D[P ,S ,L ,SL ]

where A is the largest term determining the atomic configuration
(e.g. 3d6 ,4s2 for iron). The next term determines the magnitude
of the spin magnetic moment and is a few eV for iron. The third
term sets the orbital moment and is about 0.5 to 1 eV. If the
total energy is minimal for zero net spin, this term should
minimize at a zero value of the orbital moments. The last term
represents the effects of spin-orbit coupling.

Adding the nuclear potential due to the neighboring atoms
will change the density at the minimum. Since the band-width of
iron is about 2 eV, the second term will stil cause the total
energy to minimize at a non-zero value of the spin-density. The
band-width is larger than the third term, however, and as a
result the orbital moment is quenched. The question is if without
spin-orbit coupling (the last. term) the orbital angular momentum
would be quenched completely or not.

The g factor in iron is 2.09126, leading to <L>=0.10 in the
solid. If we assume that the effective induction coupling to the
orbital angular momentum is proportional to <L>, we find that
this effective field corresponds to an energy of about 0.05 eV.
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This is large enough to give an important contribution, as our
model calculations have shown 2 7 .

MODEL CALCULATIONS TO OBTAIN THE EFFECTS OF AN ORBITAL EFFECTIVE
INDUCTION

The effects of an effective magnetic induction coupling to
the orbital angular momentum can be easily investigated in a
simple model 2 7 . We consider the iron d electrons to be in a
crystal field with strength Dq. This crystal field accounts for
the hybridization with the s and p electrons on neighboring
atoms. Spin-orbit coupling is introduced in a straightforward
manner in this model, and the strength of the spin-orbit coupling
is a free parameter. In addition, we include a magnetic induction
B, which couples to 2S, twice the spin, and (XL, where a is
another parameter in our model. B represents the effective
induction due to exchange and correlation effects. (c=l
corresponds to a complete coupling of this effective induction to
the orbital angular momentum. This is clearly an unphysical
situation, since the exchange only acts on the spins. We
therefore expect a to be small. The 10 by 10 Hamiltonian of this
model is diagonalized, and the eigenvalues are occupied with a
probability given by a Fermi-Dirac distribution, in which the
temperature is replaced by the band-width W of the d bands. The
chemical potential is determined by equating the total number of
electrons to N. The anisotropy energy is calculated from the sum
of the eigenvalues weighted with this Fermi-Dirac like
distribution. This model description of the magnetic anisotropy
contains six parameters and is certainly very simple. The results
obtained from these model calculations should be considered with
great care.

Realistic values of the band-width, the effective induction,
and the crystal field splitting can be obtained from
bandstructure calculations. The number of d electrons, N, in iron
is somewhere between 6.5 and 7.0 and cannot be defined more
precisely because spherical symmetry is broken in a solid. If we
set a=0, we find that the anisotropy energy increases with the
fourth power of the spin-orbit coupling parameter, as expected.
But for realistic values of the other parameters the sign of Kl
is wrong, and the correct magnitude of the anisotropy energy is
obtained for a value of the spin-orbit coupling parameter three
times larger than the atomic value. For a normal value of the
spin-orbit parameter the anisotropy energy is too small by two
orders of magnitude.

The anisotropy energy also depends strongly on the value of
Dq. If the crystal field splitting is choosen in such a way that
a majority band of one symmetry type is degenerate with a
minority band of the other symmetry the value of K 1 has the
correct order of magnitude when the spin-orbit coupling constant
has a normal value. For the sign of Kl to be correct, Dq has to
ce rigative, which is contradictory to the results of
bandstructure calculations. In such calculations, there is a
strong dependency of the parameters on the position in the
Brillouin zone. Degeneracies as mentioned above do occur, but
only in a small portion of the Brillouin zone, which reduces its
effects considerably.

363



If we choose realistic values of all parameters, the
anisotropy energy depends very strongly on the value of a. If we
set a=0.04, which is a reasonable value based on the arguments in
the previous section, we obtain the correct sign and magnitude of
KI. The g-factor is also correct in that case, but K2 is still
too small. Also the change in saturation magnetization is too
small in this case. Our general conclusion is that with a=0 the
model calculations do not give good results for the anisotropy
energy, but that for small values of a it is possible to obtain
the experimental values. These model calculations hence do not
exclude the possiblity that an effective induction coupling to
the orbital angular momentum is necessary.

Recently, results of ab initio calculations including an
orbital term2 8 have become available for iron, nickel, and
cobalt2 9 . The results of these calculations for the orbital
moments are still inconclusive. Compared with the results from
reference 22 the value for the orbital moment of iron only has
improved somewhat, for cobalt it is now correct, but for nickel
has a larger error. Results for the magnetic anisotropy energy
are not available, but here one expects a much greater
improvement because the effects are highly non-linear.
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RANDOM ANISOTROPY IN MAGNETIC MATERIALS

J. R. Cullen

Naval Surface Warfare Center
10901 New Hampshire Ave., White Oak
Silver Spring, MD 20903-5000 USA

ABSTRACT

A study is made of the effects of random anisotropy on the magnetic
properties of ferromagnets. The first section deals with the destruction
of long range order in bulk materials due to random uniaxial anisotropy.
Succeeding sections deal with random anisotropy confined to surfaces of
and interfaces between ferromagnetics. Finally, a model of random
multiaxial anisotropy which gives rise to a discrete set of easy
directions in space is discussed. The latter model is applied to
crystalline alloys of rare earths and to crystalline pseudobinaries of
rare earths and transition elements.

I. INTRODUCTION

Random anisotropy has been on the magnetism scene for about as long
as anisotropy itself. Indeed, the earliest experimental work on magnetic
material was almost exclusively performed on polycrystalline samples,
which are a large subclass of random anisotropy materials, given the
random orientation of the crystallites. One of the first theoretical
studies of the effects of random anisotropy was that of Hartel who
suggested this as the origin of the magnetic ripples seen on the surfaces
of thin films.

Systematic investigation of the effects of random uniaxial aniso-
tropy dates to the work of Harris et a12 who suggested that random unaxial
crystalline electric fields coupled to rare earth spins via spin orbit
coupling could account for the decreased Curie temperatures of rare earth-
iron amorphous alloys. They modelled these amorphous alloys by means of
the Hamiltonian,

H 
-  

Jj Si , S - D, [(S' - S (I)
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Here J is the exchange coupling, Di is the strength of the uniaxial
anisotropy, treated as a positive constant. k is a unit vector taken as
a random function of the site variable. The distribution in directions ofE
was taken by Harris et al, and by succeeding workers to be uniform. This
is a very important feature of the model. Any texturing, that is, any
tendency for a set of easy directions to predominate, drastically changes
the most significant prediction based on this model, namely, the
destruction of long range magnetic order in three or fewer dimensions.
But we are getting ahead of our story. Harris et al treated the
statistical mechanics of amorphous alloys using this H and mean field
theory. They found a reduction in Curie temperature and remnant magneti-
zation from those of their pure (no random anisotropy) counter-parts. To
obtain the reduction in Tc for a Tb33Fe67 compared to crystalline TbFe2
(about forty percent), the authors had to choose D to be the same size or
larger than J. This is hardly likely, unless J itself is drastically
reduced from its crystalline value.

Subsequent work has shown that the effects of the randomness of the
easy axes in H are much more profound than simply a reduction in T. and in
remnant magnetization. Not long after the model Hamiltonian, Eq. (1), was
introduced, it was shown by Imry and Ma3 that random magnetic fields acting
in a system of ferromagnetically coupled spins destroy long range order.
Since random uniaxial anisotropy acts in this context like a random
magnetic field, the Imry and Ma result applies to the model of equation
(1). This was shown more explicitly by Alben and Chi

4 and Alben et a15

using a scaling argument. Later still, Chudnovsky6 and Chudnovsky and
Serota7 demonstrated the breakdown of long range magnetic order using a
continuum form of equation (1), in which the vectors Si and ti were
replaced by field variables S(R') and E() , respectively. Since their
method is most easily extended to calculate physical quantities like the
susceptibility and the spin-spin correlation function, it is repeated
here. Also, the method can be used to study the effects of random surface
and random interface anisotropy, which are the subjects of the second part
of these lectures.

There are, of course, other sources of anisotropy besides the
single-ion type. Chief among them are anisotropic exchange and dipole-
dipole coupling. The latter are especially interesting in amorphous and
crystalline alloys because they contribute to the random anisotropy and
significantly alter the shapes of correlated regions in amorphous random-
anisotropy magnets. In crystalline random anisotropy magnets with
uniaxial symmetry the dipole-dipole force can actually stabilize long
range magnetic order, if the spins are forced to lie in the plane
perpendicular to the unique axis.

8

This stabilization of long range order in crystalline alloys is one
example of the effect that the crystalline lattic generates on the
magnetic properties of alloys. Other examples include completing
anisotropy alloys like Tb. Dy1_x, Ry R' Al2 where R and R' are rare earth
atoms with opposite signs of their Stevens factors. In these systems the
randomness is discreet, i.e., only a finite set of directions are possible
easy directions of magnetization. In the context of Eq. (1), &1 is
restricted to lie along a finite set of axes, albeit randomly. Long range
order, i.e., a net remanent magnetization is maintained in these models,
but there is short-range ordering of the transverse spin components, and
consequent reduction in remanant magnetization. We will discuss a simple
example of this discreet random anisotropy, Tb x Dyl-x, later in these
lectures.
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II. BREAKDOWN OF LONG RANGE MAGNETIC ORDER IN BULK MATERIALS

Most of the interesting physical properties of the Random Anisotropy
Model, Eq. (1), are preserved in the continuum form of the model, in which
the spins are taken as vector fields of constant magnitude, and ej is
replaced by a unit vector field U(), where (A is a continuous spatial
variable. For simplicity, we assume planar spins. For the exchange term,
in which the summations are confined to nearest neighbors,

J S -S, = S
2 
J Cos0j,, (2)

where *lj is the angle between the directions of spins at center points i
and j of a random arrangement of spheres, say, representing the positions
of the magnetic atoms of an amorphous material. If the exchange J is much
greater than the anisotropy energy D (which will be taken to hold
throughout these lectures), then the variations in oij will be small; we
can expand it in a Taylor's series about its local value,

We now define a field o (r) and take 0i = 0(r , expand the cosine in
Eq. (2) keeping terms to second order in *(ii,

JIJ Si " S- Jj (rj " vP)
2

At each point i, it is possible to find a set of axes such that the
right-hand side of the above expression is reducable to a sum of squared
terms;

1 [A (A)2 + A (_A) + A (A)2)JTij S1 * Si - ( (X Y ay) + A.

where the A.x etc depend on the position i. Since the principal axes (x,
y, z) will vary randomly from site to site, the A's are random functions
of position. We are going to ignore this type of randomness; it is not
essential to the nature of the magnetic order, as long as the exchange
integrals Jjj are predominantly ferromagnetic. Replacing the fluctuating
A,, etc. by some average A, we arrive at the final form for the exchange
energy:

Eex = + - Af (V) 2 d3,r, (3)

where the sum over the sites i has been replaced by an integral over the
coordinates f. The form taken by the anisotropy energy is more
transparant, because it is a single-site energy:

Eanle = fD(r Cos2 (4(E) - C(r) d3f

For the purpose of this section, namely, to demonstrate the absence
of long range magnetic order in a bulk random-anisotropy system, we can
ignore the spatial dependence of D(r). Then, we finally arrive at the
form of the energy function first used by Chudnovsky to discuss the
magnetic correlations in the RAM:
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E = Eex + E~j. = +Af (V)2 d3f - fDCos2( - C)d3f (4)

For the realistic case in which spins are not confined to a plane, the
functional for the energy is more complicated. The exchange energy

density -(V)2 is replaced by:

A (V)2 + A Sin2,e(V)2

the anisotropy energy density becomes

Y; (S • 0,

where Y is the second order spherical harmonic with cylindrical symmetry.
Because no new physical insight is gained by complicating the problem
using these expressions, we restrict ourselves in this section to Eq. (4),
the planar model. When the number of degrees of freedom of the spin
variables is important, as in the case of additional interactions from
dipole forces, it is more convenient to use spin-wave variables anyway.

We proceed to the problem of examining the possibility of long-range

order at zero temperature. First, from the necessary condition that the
energy of the ground state be a minimum with respect to variations in *,

- 0, (5)
8E = 0, 

5

we obtain

- AV 2 O - D Sin2( -) = 0 (6)

It is convenient to write Eq. (6) in the form

S= -M fdf G(r,Y) sin2(@ - ). (7)

where G(r,r) = 4(8)
(r-r)

Note that Eq. (7) is not an explicit solution of (6), since the right hand

side contains the unknown, *. However, it is impossible to determine
, exactly for a given distribution of C in any case. Since we really want

the correlations among the q's for an ensemble of C(r) , it is only certain
averages of i that we need. The most important of these is the squared

average deviation in *,
o _ *(0(f) - (f )) 

2  
(9)

Using Eq. (7), an expression for Q can be found in terms of the
correlation function.

(Sin 2(00(1)) - C(1)) Sin 2(4(2) - C(2))) , (10)

where < > denote an average over C. The angles C vary much more rapidly
than does *, because the exchange is so much stronger than the anisotropy,
not permitting rapid variation in *. Also, there is no correlation among
the C, except of course auto-correlation, so the above expression reduces
to
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i(Sin2 (0 - C)) 6V, - f2) (1)

v is the average volume of an atom.

Now, averaging C around the unit circle,

1

(Sin2 (0 - C))=

independent of (. Then, the right hand side of the expression for Q,
i.e.,

Q =U ( D)2 fd f (G(r 1 - f) - G(r- - f))' (12)

is independent of 0, and can be evaluated. It is easiest to do this using
Fourier transforms of the Green's functions. When the separation (r, - r2)
is much greater than the cube root of the atomic volume, in three

dimensions we find

2D )21 r, - r 21. (13)

This is the central result of this section. Equation (12) expresses the
fact that the average deviation in spin direction continues to grow as the
separation increases. The coefficient in front of I rl - r2I in (12) can

be taken as the correlation length for the model. This connection can be
made more precise. The spin-spin correlation function is defined as

( S(r,) "S(2) ) = S 2 (COS(0(r) - 0(r 2 ))) (14)

The right-hand side of (14) can be written in exponential form

1

COS(1(1) - *(2)) ) = exp (- - Q ) (15)
2

Thus, the correlation function is a decaying exponential in Ir, - r21
and the correlation length is

R, - (A)2 (16)
U DB

If we use known values of A for iron (2 X 10-6 erg/cm), and estimate u as
10-21cm 3 , R is of the order of 50-100 A for rare earth-iron alloys (D = 106
erg/cm 3).

Thus, for the RAM, in three dimensions, there is no long range
order, and the order parameter (the spin direction) corrPlations decay
exponentially. The result can be shown to be true also when the planar
restraint is lifted from the spins. The modifications which take place
when a magnetic field is present or when theee is a net easy direction (as

may hippen in crystalline alloys) is reviewed in a paper by Chudnovsky,
Serota and Sz 1ow. In this paper, we are concerned with modifications to
the model which describe surfaces and interfaces.

lii. SURFACES AND INTERFACES

The central result of the last section, namely, that in the absence
of any coherent anisotropy and in zero applied magnetic field, the random
anisoLropy model exhibits no long range order, depends crucially on two
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features. The first of these is complete isotropy of the randomness,
which we already mentioned. The second requirement of the continuum form
of the model is that the random anisotropy be uniformly dense and
translationally invariant. We wish to consider cases when the latter
condition is not fulfilled. Let us begin with a model in which a
ferromagnet, which fills the half space Z > 0 is subjeccea to randomly
oriented easy axes, but only in a small region 0 < Z < Z0 , (see Figure 1).
The model was actually invoked to describe the magnetic behavior of iron
(Fe) films grown epitaxially on GaAs substrates. The first one or two
layers of the Fe were shown to have been contaminated with Ga and As;
these were pictured as altering in a random manner the crystalline
electric fields seen by the orbits of the Fe electrons. Through the spin
orbit coupling, the electronic spins are coupled to the surface by a
random uniaxial anisotropy energy. The spins, however, are confined to
the xy plane by demagnetizing fields. The appropriate energy functional
is then a generalization of equation 4,

E = ( (V-) 2 - D(z)cos 2 (i - t))dlr , (16)

Where the integral is taken over the half-plane Z > 0. Again, taking the
variation in E, 6E, due to an arbitrary variation in 0, 60,to be zero, we
obtain

A V2 = = , Z 0 (17a)
and

A= - Sin2(0-) Z = 0 (17b)aZ A

Here, we have introduced the surface anisotropy density D., by writing

D (z) - b(z) D, (18)

in equation (16). Note that D. has units of energy per area. This surface
anisotropy is estimated to be from 0.1 to 1.0 erg/cm2 for Fe, depending on
the substrate.

The solution of equations (17a) and (17b) may be written

4z( -20D d2rIG,(f, fl) Sin[2( - t)] (19)

where the integration is taken on the surface Z1 - 0. The surface Green's
function is

G ( e COS qz COS qz I  (20)
Vk q k 2 +q2

and ' are two-dimensional vectors representing the x and y
coordinates. ) is also two-dimensional. V is the volume of the half-
space. The procedure to follow at this point is very similar to that of
section II. We form the quantity Q, (see equation (8)).

Q =( ( 6F,) - 0(F)) 2) (21)

where again the average is over the ensemble of angle variables (. Upon

substituting for Gs in (19), the P intergration and the q summations may

be done, leading to
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Ga As, Fe
As Fe

GaAs Fe

0 4 10 (A)
Figure 1

An example of a system giving rise to random anisotropy near a
surface. A film of single-crystal Fe is grown epitaxially on GaAs.
Although the lattice matching is excellent, there is an interfacial region
of one or two layers in which Ga and As have reacted with Fe. Also, As
has diffused into interstitial positions in and near the interface. These
effects create randomly oriented crystal fields at Fe sites in and near
the interfacial region. The region of random anisotropy is a layer 10 A
thick at the surface.
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KZ
Figure 2

The magnetization versus distance from the surface as calculated
from the random surface anisotropy model given in the text. Results for
weak and strong surface anisotropy are shown, x is the reciprocal of the
ferromagnetic domain wall width.
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Q = 12 (ES) 2 f dk I(ei kI e-k, _ eizk e-kr) 12 (22)

where f= (PI, Z) and similarly for F2 .

Let us now imagine two points fi, and 2 in the half space, for
which Ii - Q21 - lzI - z2 1, (see figure 2). We then place ZI - Z2 in the
integrand of equation (22), thus obtaining

2  . )2 e -2kz 1 (1 - JO(kQl-el)) (23)
A .ok

where Jo is the Bessel function of zeroth order. 12 is the surface area
over which the easy axes are correlated. For large 1e - 02I, the
contribution to (23) from thV J0 term is negligible, except for

k < lQ1 - Qzl
-
], where J0 - 1. Thus, Q is given to a good approximation by

Q(. 1 , ) - 2 (_-_)2 12 e-2 z, dk (24)A IEle - Q'i k "

which, for lei - Q21 > Z1 , is, to leading order

Q(F,f 2 ) - 2 (-DS) 2 
12 ln (25)

A azl

and a is a constant of order unity. If we consider two points r, and r2
such that el - e2 but Z2 > Z1 , we find, after setting el = Q in equation
(22), that Q is again a logarithmic function of the separation (Z2 - ZO),

D. I 1i z2-Z11 26
Q(r,r,) -2(-_A)2 1' ln (26)

A bZ1

where b is another constant of order unity. Thus, random anisotropy
imposed on the surface of a ferromagnet causes the spin-spin correlation
function to exhibit a power-low dependence on the spin separation:

<S(r) > = exp 2 (r,r2 )] - ( ) P (27)

with p (D1 )2 (28)
A

To understand the significance of this result, we must contrast it
with that of the previous section, in which we found that the correlation
function decayed exponentially with beparation, and again with the
correlations in a ferromagnet where there is long range order,

< S(r,) -S2 (r2)> , - <S>2 as Ir,-r 2 l- - (29)

The power-low dependence of the correlation function which we have just
found, therefore, implies that our system has no long range order but an
infinite correlation length. The situation is somewhat like that of the
three-dimensional ferromagnet at its Curie point. The critical coordinate
in the case at hand is not the temperature relative to the Curie
temperature, but instead is the crystalline anisotropy of the underlying
material, which, however small, is always present. In the case of
crystalline Fe, for example, this energy density is of order 105 erg/cm 3.
The crystalline anisotropy restores the long range order destroyed by the

374



surface disorder. When this type of energy is added to equation (16), the
resulting equation for 0 which replaces (17a) is highly nonlinear. Deep
in the interior of the sample however, 0 can be considered as small, when
measured with respect to one of the easy crystalline axes, and the
equation may be linearized. The surface Green's function is modified so
that the denominator in equation (20) is now of the form k2 + X2, where x
is the reciprocal of the bulk domain wall thickness:

- (K/A)I/2. (30)

Now, for the spin-spin correlation at large spin separation, at a distance
Z from the surface,

e- Z ( 2 (31)
K -2 r1 - 21

2

The magnetization, which can easily be obtained from the infinite-
separation limit of the correlation function, i.e.,

1

<S>
2 

= lim <§(r) • §(r2)> = exp- - Q(o)
2 . (32)

is

gu, <S> = exp- Q(o) - exp(- 2 ( Z)) (33)

Plots of <S> (Z) for two different values of P are given in figure (2).
As the equations indicate, and as can be seen from the figure, the
magnetization is almost restored when Z is equal to x-1, however, there is
still some lack of saturation until well beyond this point. The random
anisotropy of the surface depletes the magnetization to a depth of
approximately a domain wall width, which is approximately 100 A in Fe.
This model was used to explain the anomolous decrease in magnetization
observed in Fe films grown on GaAs.10 Other physical quantities, such as
the susceptibility and the anisotropy energy, should also behave
anomalously as a result of the surface randomness, in a way which reflects
the influence of the disorder on the scale of a domain wall width, even
though the random anisotropy is confined to the first one or two layers at
the surface.

CONCLUSION

Random uniaxial anisotropy at the surface of an isotopic ferromagnet
causes the destruction of long-range ierromagnetic order but the spin-spin
correlation length is infinite. The anisotropic ferromagnet retains long
range order with a reduced magnetization. The reduction in magnetization
and anisotropy energy is greatest at the surface and becomes small only at
distances from the surface which are greater than the bulk domain wall
width.
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PERPENDICULAR AND IN-PLANE ANISOTROPY IN AMORPHOUS Tb-Fe

Michael J. O'Shea

Cardwell Hall
Kansas State University
Manhattan, KS 66506-2601, USA

INTRODUCTION

During the last two decades amorphous Tb-Fe has been a much studied
system both because it has been a testing ground for theories of random
anisotropy and because of its magnetooptical storage applications.

A microscopic single ion anisotropy associated with the rare-earth is
present in Tb-Fe alloys whose direction and magnitude vary from site to

1
site. This is a result of the random electric field gradients at the rare
earth site generated by the positional disorder of its neighbors in an amor-
phous solid. In high fields the Tb moments do not line up with the applied

field but rather form a "fan" about the field direction.2 -4 The exchange
between the Tb and Fe is antiferromagnetic and this interaction leads to a

fanning of the Fe moments as well. 4 '5 The magnetic order is collinear only
if the rare-earth is isotropic (no orbital angular momentum) as is the case

for Gd-Co. In zero field, neutron scattering results 6 indicate that no
long-range ferromagnetic order is present for Tb-Fe alloys as expected from

theory. 7,8

9 .
The discovery of a perpendicular anisotropy in rare-earth-transition

metal (RE-TM) films has opened the door to a number of applications, the most
important of which is magnetooptical recording (see Refs. 10, 11 and
references therein). The perpendicular anisotropy allows for high storage
densities and readout of magnetic bits is done by the rotation of polariza-
tion of low power laser light via the Kerr effect. The composition of the
film is chosen so that its compensation point (where the Tb and Fe "sublat-
tice" magnetizations are equal and opposite) is close to room temperature.
The coercivity is large under these conditions. Writing is achieved by
heating a small spot oi, the film with a higher power laser. This results in
a shift away from the compensation point due to the different dependencies of
the Tb and Fe "sublattice" magnetizations on temperature. The coercivity is
now much smaller and the magnetic bit may be reversed by the application of a

small field.

TbxFel_x amorphous alloys have been studied over the composition range
12-18

x=0.75 down to as low as x=0.02. Tb/Fe multilayers have also been
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Figure 1. Transition temperature Figure 2. The coercivity and magnetiz-
Tc versus x for TbxFel ~ ation as a function of composition
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studied. Figure 1 shows the transition temperature versus composition

for homogeneous films prepared by different workers and thin multilayer
films. As can be seen the data fall on or close to the same line indicating
that variations in sample preparation technique and even a layering of the
film (< 20 A layer thickness) does not change the transition temperature

significantly for a given Tb concentration. The transition temperature
decreases for large x due to the weaker exchange associated with Tb and also
the increasing effects of random magnetic anisotropy. There is a maximum in
T at x-0.30 and it again decreases for small x. Similar behavior is seen in

a number of Fe-rich amorphous alloys2 1 (Fe-Zr, Fe-Sc, Fe-Hf) as the concen-
tration of diluting element is decreased and is associated with the appear-
ance of strong exchange fluctuations in Fe-rich alloys. Figure 2 shows the
magnetization and coercivity versus composition at room temperature. As can
be seen, these quantities and also the position of the compensation point
show some variation among different workers indicating (in contrast to the
transition temperature) that these quantities do depend on preparation
method. Also the perpendicular anisotropy and in-plane anisotropy depend on
sample preparation conditions and we discuss these below.

PERPENDICULAR ANISOTROPY

For a smooth homogeneous magnetic film the isotropic symmetry is broken
by the surfaces of the film leading to demagnetization effects which result
in an in-plane anisotropy. The demagnetizing field is -4wM when the

s

magnetization (assumed here to be saturated) is perpendicular to the film
plane and close to zero when the magnetization is in the film plane.
Perpendicular anisotropy can result from a number of causes as we discuss
below and its presence and strength can be determined in a number of ways.
Torque measurements are one of the most direct ways. Denoting the angle
the magnetization makes with a perpendicular to the film as 0 the simplest
macroscopic energy incorporating a perpendicular anisotropy is

S2wM 2cos 2+K sin 20. (H - 0) (1)
s u

The first term represents the demagnetization energy and the second term is
a uniaxial anisotropy. Differentiating equ. I yields the torque

r -(K-2?Mr2)sin28. (2)
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which is zero in equilibrium. The solutions are 0 - O,w/2,w,3?r/2. If

K > 2 M2 then the 0 = O,x solutions minimize the energy giving a magnetiza-
0 s

tion perpendicular to the film. The anisotropy constant is defined as

K - K - 21rM
2  

(3)
U s

and so is positive for a perpendicular anisotropy and negative for an in-

plane anisotropy. If the intrinsic anisotropy, K - 2rM2 (K = 0) then higher

order terms in the anisotropy (sin4 6) become important. Some nice examples
of this for CoCr are discussed in ref. 22. A magnetic field H is applied at
some angle 8H measured from a perpendicular to the film to measure the

torque. This leads to a torque

r = MHsin(6H-6) (4)

This torque may be measured and yields the magnitude and symmetry of the
macroscopic anisotropy K . The chosen field is usually large enough that

0H = 6 giving r = K sin26 = K sin 20 If MH > K , this will occur. The

amplitude of the torque curve gives K and its sign may be found from theu

initial slope of the torque curve. For the example shown in Fig. 3, K is

6xlO5 ergs/cm 3 (note that the sign convention used in Fig. 3 for the torque

curve marked 1 hour is such that the negative slope at 0 =O corresponds to a

positive Ku i.e., perpendicular anisotropy). Other torques methods2 3 to

determine K have been suggested. Also techniques such as ferromagnetic

resonance and hysteresis loops may be used 2 5 ,2 6 and give good estimates of
the anisotropy strength. In the case of hysteresis loop measurements, the
difference in areas (to the left of the hysteresis loop in the first
quadrant) for loops taken perpendicular to, and in the plane of, the sample
gives K (after a demagnetization correction). The applied field must be

u

large enough to saturate the sample for this method to be reasonably
accurate. This is not possible close to the compensation point where the

coercivity is large as has been emphasized by van Dover 2 6 and coworkers and

Shan and Sellmyer.
20

Preparation conditions that affect the perpendicular anisotropy of Tb-

based films are listed in Table 1. As can be seen a number of pre-
paration parameters can be varied to change K . The microstructure of the

u

nominally amorphous film, the stress in the film and the amount of gas
absorbed in the film can be changed when preparation parameters such as VB,

T , a and P are changed. These changes in turn affect the value of Ks a u

For example a compressive stress can be induced by evaporating onto a

substrate at an angle
3 2 or sputtering under preparation conditions of low

2 9

Ar pressure. This compressive stress leads via the magnetoelastic effect to
a perpendicular anisotropy. Stress is not however, a requirement for

perpendicular anisotropy. Takagi and coworkers2 9 have removed their Th-Fe
samples from the substrate and although the perpendicular anisotropy is

reduced it is still substantial, van Dover and coworkers2 6 have also argued
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Table 1. Preparation Parameters which affect the value of K
U

Preparation Alloya  Param. varied Effect on K b Author (ref.)u

Modified Sputt. TbFe Tb content Maximum van Dover et al(26)

Thermal coevap. TbFe Maximum Imamura et al(28)

RF sputt. TbFe Maximum Takagi et al(29)

DC sputt. TbFe Complex Hellman et al(30)

RF sputt. TbFe Complex Chen et al(31)

DC sputt. TbGdCo Complex Sato et al(27)

Thermal evap. TbFeCo Depos. angle,a Decrease Lee and Lee (32)

Thermal coevap. TbFe(Co) Decrease Shin (33)

Modified sputt. TbFe Subs. temp.,T s Decrea.(T<0 C) van Dover et al(26)

RF sputt. NdFe Max. at 260 0C Suzuki (34)

RF sputt. TbCo Subst. bias,Vb  Complex Tokunaga et al(35)
RF sputt. GdTbCo Complex Heitmann et ai(36)

RF sputt. GdTbCo Ar gas pres.,P a Complex Heitmann et al(36)

RF sputt. NdFe Complex Suzuki (34)

DC sputt. TbGdFe N,O,H2 0 gas Decrease Heitmann et al(37)

RF sputt. NdFe Nd content Max. at 40%. Suzuki (34)

e-beam evap. Fe(Pr,Nd,Sm,Gd,Dy,Er) Complex Miyazaki et al(38)

Ion beam mix. TbFe(Co) Xe ion dose In-plane anis Yan et al(39)

DC sputt. Tb/Fe Multilay struc. Complex Sato et al(19)

RF and DC Dy/Co Co layer thick. Maximum Shan et al(40)

RF and DC Tb/Fe Fe layer thick Maximum Shan et al(20)

RF sputt. TbFe/AlO Multilay struc. Complex Krishnan et al(41)

aAlloys writen with a slash, e.g. Tb/Fe, are multilayer alloys.

bwe have indicated whether the value of Ku increases, decreases or has a

maximum, minimum or is more complex as a function of the parameter varied.

I~ lhr

0L

E2 DAYS TbGdCo3-"..,.. /' 03-

4 IO DAYS V )
0 0 02L

\ j "-70 DAYS

0 o H -- -

-.- A

05 07 3

Figure 3. Torque as a function of Figure 4. Dependence of Ku
magnetic field direction at various and Ok on Ar sputtering pressure
times in a TbFeCo alloy (ref. 52). and subst. bias (ref. 36).
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that stress cannot account for all the perpendicular anisotropy they observe

in their Tb-Fe films. The effect of substrate bias and Ar sputtering
pressure are somewhat complicated as can be seen from Fig. 4. The effect of
substrate bias is thought to be through its effect on selectively resputter-
ing atoms on the surface of the film. Such a process would change the nature
of the pair ordering in the film and so affect the perpendicular anisotropy.
The ways in which microstructure such as pair ordering can arise has been

discussed by Gambino4 2 and we take up pair ordering again below. Columnar
structure appears in RE-TM films which have perpendicular anisotropy but this
structure is not present in all films with such anisotropy. When present
this type of microstructure can contribute to the perpendicular anisotropy

and a model due to Bernstein4 3 is able to reproduce the magnitude of K .U

The strength of the perpendicular anisotropy is also affected by the

type of microscopic anisotropy present, e.g. single ion anisotropy such as

that found in Tb amorphous alloys. Sato2 7 has shown that the perpendicular

anisotropy varies with Tb content and Miyazaki and coworkers3 8 have shown
that systematic changes in the perpendicular anisotropy occur when the
species and concentration of anisotropic rare-earth are changed. van Dover

26
and coworkers emphasize that the perpendicular anisotropy changes smoothly
through the compensation point exhibiting a maximum at x-0.20.

Layered alloys have been a testing ground for the pair ordering origin
of perpendicular anisotropy. In RE-TM alloys one has a 'forced' RE-TM pair
ordering perpendicular to the layers and the density of these pairs increases

as the layer thickness is decreased. Sato 19 and Shan and Sellmyer have shown
that for Tb/Fe multilayer films the largest values of coercivity and perpend-
icular anisotropy occur for the smallest layer spacing in agreement with the
pair ordering model. The value of K falls off as the layer thicknessU

approaches the width of the Tb-Fe interface, i.e., where the film crosses
over from being a layered alloy to a homogeneous alloy. The anisotropy of
the rare-earth is also important with Gd/Fe multilayer films showing a

smaller anisotropy.1 9 More recently Shan4 0 and coworkers have used a model
involving the single ion anisotropy of anisotropic rare-earths and pair
ordering in multilayers to explain in some detail the perpendicular aniso-

tropy in Dy/Co layered alloys.

The magnetooptical(MO) properties of rare-earth alloys are important
because of their MO recording media applications and so have been studied
in some detail. Both Kerr and Faraday rotation of polarized light produced

by a RE-TM film are affected by preparation conditions. 1 4 ,1 8 ,3 3 ,3 6 ,44 -4 9 For
36

example the Kerr rotation angle ek decreases with increased Ar pressure

when sputtering GdTbCo (Fig. 4) because less Co is incorporated into the film

at higher Ar pressures. While many of the preparation parameters that affect
K also affect the Kerr rotation, their is no simple relation between them.

U

Finally many of the properties of RE-TM films show a time dependence
49-53

be-ause of their reactivity. Figure 3 shows torque curves for a TbFeCo
film which initially has a perpendicular anisotropy but after aging has an
in-plane (negative K u) anisotropy. This is often exacerbated by the porous

nature of the film. Various types of oxide and metal coatings have been

quite successful in protecting the films.
5 1' 5 3
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IN-PLANE ANISOTROPY

Tb-Fe films can also have an in-plane anisotropy in the sense that it is
not only energetically favourable for the magnetization to lie in the plane
of the film, but also to have an easy direction within the plane of the film.
At least two sources of in-plane anisotropy can be identified in rare-earth
amorphous alloys, anisotropic microstructure (most likely in-plane pair
ordering) and stress associated with the film-substrate contact.

Figure 5a shows the in-plane torque for a Tb-Fe alloy prepared by DC
sputtering. In this experiment the sample is field-cooled from room

temperature to low temperatures,54 ,5 5 This field is then removed and a
(usually) smaller field is applied and rotated in the plane of the sample.
As can be seen a fixed anisotropy is present since cooling the sample at 00
or -90 leads to the same torque pattern. Note that the perpendicular aniso-
tropy of the previous section is also a fixed anisotropy. Both stress
involving the contact between the film and substrate and microstructure such
as pair ordering could contribute to this in-plane anisotropy.

Figure 5b shows similar measurements for a sample with the same composi-
tion and as can be seen the torque curve shifts when the cooling field direc-
tion is changed. Such an anisotropy is movable and so cannot be due soley to
anisotropic structural ordering such as pair ordering in the plane of the
sample. This effect is remarkable in that the alloy maintains a memory of
its field-cooling direction even after the magnetization has been rotated
through 3600.

A clue to the origin of this movable uniaxial anisotropy comes from the
56-59

fact that it appears in NiO, pure Ni and NiFe films. Such films have
been studied in some detail and models involving inhomogeneous alloys with
anisotropy centers and involving antiferromagnetic interactions were not able
to explain these results. A suggestion involving stress between the film and
substrate appears the most likely option for these films. Stress in the film
is expected to depend on sample preparation conditions and could explain the
observation of mo\qble anisotropy in one Tb-Fe sample (sample B) and its

absence in another sample (sample A). A discusion of this is given in the

review by Soohoo6 0 for these films. Such a mechanism for sample B in which
an applied field creates a certain stress field in the film via the magneto-
elastic effect, which is frozen in on cooling the sample to low temperatures,

(n))

- ' I . ,I

-~ 0 - \:/ 360 O, .

Figure 5. In-plane Torque for two Tb-Fe samples, A and B. The upper torque
curves in each case are taken after cooling the sample with the field along

0 = 0° to 2 K and the lower ones were taken aftercooling the sample with

the applied field along -90°
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will produce an anisotropy. If the stress is relaxed at higher temperatures
when the magnetic field is removed then it is controlled by the magnetic
field and movable.

FUTURE DIRECTIONS

A number of preparation parameters have been shown to affect the perpen-
dicular anisotropy of RE-TM films. The most important of these is RE-TM pair
ordering. This ordering and thus the perpendicular anisotropy may be con-
trolled by preparing the film in multilayer form and varying the layer
spacing.

A movable in-plane anisotropy has been found in Th-Fe films and is
thought to be due to control of stress within the film by an applied field.
It has been shown that stress may also contribute to the perpendicular aniso-
tropy so the interesting possibility of a movable perpendicular anisotropy
also exists. Such an anisotropy is unlikely to exist in multilayer alloys
where pair ordering dominates the perpendicular anisotropy.
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INTRODUCTION

The change in length of a sample upon magnetization is a common phenomenon in all mate-
rials and it is known as linear magnetostriction. The macroscopic magnetostriction reflects the
existence of interactions between the the local spin direction and the local strain. The physics
underlying such magnetoelastic coupling can be understood from the concept of local magnetic
anisotropy. The atomic magnetic moment is coupled to the atomic charge distribution through
the spin-orbit interaction. On the other hand the electronic cloud interacts with the charge of
the neighbouring atoms. When both neighbourhood atomic distribution and electronic charge
distribution are anisotropic the total energy depends on the spin direction. This local anistropy,
known as single-ion coupling, should be proportional to tWe spin-orbit interaction strength. Two-
ion coupling originated by anisotropic exchange interaction is the second source of local magnetic
anisotropy. For this case the strength of the anisotropy is also governed by the strength of the
spin-orbit interaction (1,2). If we consider uniaxial local anisotropies they can be described by
an energy term as Dcos2 0 where 0 is the angle between the magnetic moment and the local easy
axes. For 3-d ferromagnets D is typically 10' erg/cm3 whereas it reaches a value of 107erg/cm 3

for 4f samples. This difference in D values is a natural consequence of difference in atomic weight
and therefore in spin-orbit interaction strength. The local anisotropy, being originated by electri-
cal forces, is expected to change under local strains which change the arrangement and distances
of neighbour atomic sites. The strain derivative of the local anisotropy is the magnetoelastic coef-
ficient, B, which explains the linear magnetostriction phenomenon.

In single-crystals the local easy axes lie along the same macroscopic direction. Therefore fer-
romagnetic exchange and anisotropy are perfectly compatible, and the macroscopic anisotropy and
magnetostriction coincide with the local ones. Notice than in amorphous ferromagnets the direc-
tion of the local easy axes fluctuates with correlation length L- 10A. In this case local anisotropy
tends to destroy ferromagnetic order. Nevertheless it is well known that, for 3d-based amorphous,
ferromagnetic exchange overcomes local anisotropy, ferromagnetic order is achieved and the
macroscopic anisotropy vanishes. It is now well established that the distribution of local easy axes
decreases the macroscopic anisotropy which is zero when the correlation length of the directional
fluctuations becomes much smaller than the exchange correlation length (3). The more striking
characteristic of amorphous ferromagnets is that the average macroscopic magnetostriction does
not vanish: In other words the average local or structural anisotropy is zero but the average strain
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derivative of the anisotropy is different from zero. The way in which this average procedure has to
be done is an open and difficult subject (4).

METHODS OF MEASUREMENT

The shape of amorphous alloys and the value of magnetostriction to be measured determine
the most convenient method. In the following, frequently used techniques are briefly reviewed.

-Strain-gage extensiometry. This method, developed by Goldman (5) in 1947, made use of the
strain dependence of the resistivity of a strain-gage cemented on the inagnetostrictive sample. The
use of this method is limited by the gage sensitivity and the geometry of the sample. Obviously, it
is not useful in amorphous wires.

-Three-terminal capacitance dilatometer. In this method, based on the Whiddington ultra-
micrometer, the magnetostrictive displacement is measured as a change of a capacitance of a con-
denser, having one plate mechanically coupled with the sample. The device described by Tsuya
et al (6) has a sensitivity of 0.1 nm, allowing the measurement of ribbons with magnetostriction
constant of at least 10- '. A great advantage of this dilatometer is the possibility to perform mag-
netostriction measurements over a wide range of temperature.

-Cantif, - capacitance method. This is an adaptation of above method, designed to measure
the magnetostriction of thin films sputtered, evaporated or electrodeposited, when it is not pos-
sible to eliminate the substrate. In this method an air condenser is formed by a fixed electrode
and one end of sample-substrate system, which is rigidly fixed on the other end. If the substrate
is thin enough, the change in length produced when the magnetostrictive sample is magnetized,
causing a bending of the system sample-substrate, and thereby, a change in the capacitance of the
condenser (7).

-Ferromagnetic resonance. This method was introduced by Smith and Jones (8) in 1963.
When uniaxial stress is applied to a magnetostrictive sample, a shift of frequency of ferromag-
netic resonance can be measured. In a dynamic version of this method, a periodic strain is applied
by means of an ultrasonic transducer. The strain modulation causes the change of the anisotropy
field since the magnetoelastic resonance is modulated. The high sensitivity of this method allows
to measure values as small as 10- 9 .

-Small-angle magnetization rotation. This method was reported by Narita et a). in 1980 (9).
It is based on the fact that, in a magnetostrictive ribbon, saturated along its longitudinal axis. un-
der the simultaneous action of a longitudinal field, II,, and a tensile stress, the magnetization, M,,
rotates a small angle, 0, out of the axial direction when a tranverse field, 1l1, is applied. lernando
et al. (10) have proposed using an alternating current following through the ribbon to produce
tIY. This method makes it possible to measure values of as low as 10-9; however, it seems to fail
in ribbons with high magnetostriction.

-Direct Wiedemann effect. As is well known, the Wiedemann effect consists of the magne-
tostrictive torsional strain induced by applying simultaneously an axial 11, and a transverse I1y,
l1y being produced by a current, I, flowing along the ribbon. This effect was proposed in 1986
(11), as a method for directly measuring A. According to these authors, the maximum torsional
deflection, is roughly given by the inverse of the half thickness times the magnetostriction con-
stant.

-Dependence of initial susceptibility on the tensile stress. This method made use of the depen-
dence of the initial susceptibility or the anisotropy energy on applied stress. The experimental
device consists of a conventional system to apply tensile stress to the sample, combined with mag-
netizing Helmholtz coils or a solenoid, and a sense coil to measure magnetization. This method
is very simple and sensitive, but it applies only to samples with negative values of A. If positive
values are to be measured, a magnetic anisotropy perpendicular to the ribbon axis is needed.

EXPERIMENTAL DEPENDENCIES OF MAGNETOSTRICTION

a) Compositional dependence

Typikal coitipusitions of amorphous alloys is (TM) 1 00 -M, where TM and M represent tran-
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sition metals and metalloids respectively. x usually ranges between 20 and 30. Some particular
alloys also include small amounts of rare earth elements.

Taking into account values of the magnetostriction, amorphous alloys can be classified into
two general groups: Fe and Co based alloys (12). Fe rich alloys exhibit positive magnetostriciton
in the range of values of the order of 10-5 at room temperature. This value depends somewhat
on the kind of metalloid and on the x ratio. Addition of Ni makes the magnetostriciton decrease.
On the other hand, Co rich alloys are magnetostrictively negative in nature and values are of the
order of 10'. Nevertheless, for these alloys A changes in a quite decisive way on small additions
of other elements. As in the case of Fe based alloys, the presence of Ni reduces A. But on addi-
tion of Fe atoms the magnetostriciton not only decreases but also changes the sign of A. Typical
composition for zero magnetostriction is (Coo.95Fe0.0s)100x-M .

Addition of small amounts of RE elements (around 5%) does not increase significantly the
value of the magnetostriction in Fe rich alloys although it could play an important role concerning
the magnetic coupling. Quite recently, the addition of Cu and Nb elements has been proven itself
important in the achieving of nanocrystalline structures (13). In this case as-quenched sample ex-
hibit high magnetostriciton ( 10-'). The value is significantly reduced upon thermal treatment
( 10-7).
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-10 -- 1 -1 00
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Fig.i) a) Composition Dependence of A for (Fe Col-,)so B2o (e), (FeNij-,)8oB 2 0 (o) and
(Co.Ni-.)75SilsB1o alloys (14) b) Temperature dependence for the (FexCoj-,)msSiisBjo alloy
(15).

b) Temperature dependence

Reported experimental temperature dependence of Fe and Co rich alloys show that in both
cases the magnetostricition decreases monotonically towards zero at the Curie point for either pos-
itive or negative values respectively. Nevertheless, disagreement with such behavior is found for
some Co-rich alloys containing other elements such as Fe. In this case, a temperature comnpensa-
tion for the magnetostriction iq found far below the Curie point suggesting the competition be-
tween positive and negative contributions. The temperature dependence of both saturation mag-
netization, Js, and magnetostriction have been thought to arise from the single-ion, a, and two-
ions, /3, mechanisms of anisotropy. A general expression for the temperature dependence of A is
the following: A(T) = -a J (T) + 0 J,2(T)
Where a and 83 coefficients that do not depend solely on th., rnmposition. Measurements of A near
and below the Curie point have yielded an critical exponent, Pc, A(T) a (T,-T)'. It was found
that K ranges between 2 and 3 times the value of the critical exponent for saturation magnetiza-
tion(16).
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c Structural relaxation

The stabilization of the magnetostriction constant is quite important for technological ap-
plications where this magnitude is involved. As is well known, thermal treatmcnts modify the
local atomic arrangement of amorphous alloys giving rise to modifications of intrinsic magnetic
properties. In the case of magnetostriction, these changes are small in magnitude (; 10- 7 ) and
can be detected only in nearly-zero magnetostriction alloys. A general feature is that as the mi-
crostructure relaxes to more stable states, the magnetostriction changes towards positive values
and in fact it can change sign when the initial value is negative (10). Oil the other hand, struc-
tural relaxation can be so important that it alters the microstructure giving rise to the apperance
of nanocristalline units. In this case a drastic reduction of A is probably obtained due to the par-
allel collapsing anisotropic effect. Morever, amorphous local atomic arrangement can aiso be mod-
ified from the very beginning just by changing the fabrication parameters that define the quench-
ing (in case of metallic glasses) or deposition (electrodeposited alloys) rates. Consequently, these
fabrication parameters also determine the corresponding magnetostriction values.

Tann- 330 a) 3

6 288 71 0 T= 210
10 aX -a2

362 18

0 20 - 160A

!26
-6 2 -5

-9 92

100 200 30 35 40 .4 0.8
ta min) v (ms1) " (SPa)

Fig.2 - Dependence of A on: a) Thermal treatments for the CossFesNioBl6Silt alloy (10). b)
Velocity at the wheel surface during fabrication for the Cos0 Nb8 l312 alloy (17) and c) Applied
tensile stress at different temperatures for the (Coo. 9 4Feo006) 7 5 Sil 5 B10 alloy (18).

d) External Agents

It has been recently reported that A for those Co-rich alloys exhibiting nearly zero magne-
tostriction is susceptible to modification when samples are submitted to applied stresses. This
effect has been measured by different groups and it appears that the derivative of A on applied
tensile stress is always negative and of the order of 10-1 0MPa 1 . A can change sign. Finally as
has been recently found, A seems to depend also on the applied field in the technically saturated
magnetic state. Nevertheless, results are not conclusive since A would either increase or decrease
with the applied field after different reported measurements.(19-20)

1 IIEORY

Magnetostriction of metallic glasses has been explained on the basis of the quantum mechan-
ical theory of Callen and Callen for crystalline materials with localized moments with two dif-
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ferent contributions: single ion crystal field effects and two ions anisotropic exchange. The tem-
perature dependence of each contribution is different. For instance a M3, dependence of A, is ex-
pected up to T 0.8 Tc for single ion contributions of aniaxial symmetry and M2 variation for
anisotropic exhange (two-ion) contributions. The single ion contribution of uniaxial symmetry
has been shown to be the only one in Fe rich glasses (21). This supports the idea of localized mo-
ments and interactions upon which the theory of Callen and Callen is built. In Co-rich glasses,
however, the two-ion contributions are needed for explaining the compensation points in A, (T).
This fact, somewhat contradicts the starting hypothesis because exchange in Transition Metal-
Metalloid alloys is indirect (via conduction electrons). The itinerant model (band theory) has
also been used to explain such anomalies, but a modified theory, the so called "Split band model"
only accounts for some characteristics in the Ni-rich part of the composition diagrams. Some im-
provement to the Callen and Callen theory has been done taking into account the amorphous
structure and calculating both "cluster" electric field (23-24) or pair interactions (25). More re-
cently, phenomenological models taking into account the elastic interaction between adjacent
zones with different orientation of anisotropy easy axis (26) or the fluctuations in a medium range
scale (27) of the magnetostriction constant, have been developed in order to explain the stress de-
pendence of the magnetostriciton.

APPLICATIONS

Two types of applications for metallic glasses can be used: those having high saturation in-
duction and low price are used as magnetic cores for transformers and electric motors. On the
other hand specially designed materials for electronic and sensing applications must have special
features but the price is not a restriction. In this group we deal the influence of magnetostric-
tion on the magnetic properties(27). Large magnetostriction Fe-based glasses are very suitables
for sensing force, torque and other mechanical quantities. The "figure of merit" of such alloys is
related to the "magnetoelastic coupling coefficient" which reaches values very close to unity (0.98
for carefully annealed Fe8 1 B31 5 Sia 5 C2 ) (28), indicating that all the elastic energy provided to it
is transformed into magnetic energy (or viceversa). As defined by Savage and Spano (29) the fig-
ure of merit of metallic glasses is given by the relative susceptibility change per unit deformation
and depends on A, the Young's modulus and the strengh of the magnetic anisotropy present in the
alloy. The possibility of reducing the anisotropy to very low levels while maintaining high values
of A improves sensitivity of metallic glasses three orders of magnitude more than any other known
material. Very low magnetostriction glasses (Co-rich ones) are suitable for magnetic field sensing
applications (30) and for small core transformers (31). The low magnetostriction (A, C- 10-

7)

glasses show susceptibilities in the range of 10' and very good frequency response making them
ideal materials for flux gate magnetometer cores or force transformer cores. In such applications
the influence of annealing, stress, field etc. on the value of magnetostriction is very important in
order to get the desired properties of the glasses.
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In a disordered system conduction electrons have a diffusive
motion due to the random scattering from atoms. These collisions are
predominantly elastic and then the electron wave functions retain
their phase toL long distances. It is therefore possible that two
partial electrons waves, starting from one point and experiencing
scattering in a time reversed sequence with respect to each other, get
back to their origin and interfere constructively. This coherent
backscattering of -lectron waves through closed paths leads to the
existence of quantum corrections to the transport coefficients, in
particular to the resistivity, which increases due to these
mechanismsl, 2 . In an amorphous metal with typical resistivities up to

a few hundred g cm, these corrections are small and can be treated
theoretically as a perturbation to the classical transport problem. We
then have the phenomenon of weak localization. General expressions for
the magnetoresistance including all the contributions can be found in
refs 1 and 3.

We present here a systematic study of the effect of magnetic
scattering weak localization in the amorphous system DYxYl-xNi.
Starting form YNi which is non-magnetic, the random substitution of Y
by Dy introduces interactions between localized and delocalized
magnetic states creating an electron-band polarization. In order to
focus our attention directly on the effect of independent magnetic
ions, we prepared diluted alloys with x = 0, 0.01, 0.03, 0.074 and
0.118, using triode magnetron sputtering. The thickness of the samples
is typically 20tm and they have resistivities around 200VK2cm. We
measured the longitudinal magnetoresistance (I // B) in Bitter coils
up to 22 Tesla (only 11 T for x = 0.074 in a superconducting coil) and
temperatures between 1.3 and 20 K using a high resolution (10- 5 ) DC
method.

The results for YNi given, in Fig. 1, show the characteristic
features of the magnetoresistance due to weak localization under
strong spin-orbit scattering : Ap/p is positive, increasing like 4B up
to a temperature independent maximum 4 around 20 Tesla, the maximum
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Fig.l. Magnetoresistance of YNi at the
indicated temperatures, characteristic
of weak localization under strong spin-
orbit scattering.

measuring field for this sample. At low fields Ap/p starts
parabolically. At higher temperatures Ap/p is smaller because the
dephasing due to the inelastic scattering from phonons increases with
temperature. In this way the magnetic field will have a smaller
effect, as more interferences were suppressed by inelastic
scattering.

Let us now consider the effect of the inclusion of magnetic
impurities. We expect that the increase of magnetic scattering and of
the corresponding dephasing should reduce the Ap/p contribution of
localization, like the increase of temperature in the non-magnetic
sample (YNi). Furthermore, the increase in the magnetic polarization
in an applied field reduces spin disorder scattering, thus producing a
direct negative magnetoresistance contribution5 . This term goes
approximately like-M 2 where M is the average magnetic moment of the
impurities, u-timately saturating at sufficiently high fields. The
magnetoresistance Ap/p is therefore given by the sum of the weak
localization contribution and 'he direct magnetic i srm, always
negative.

Fig. 2 shows Ap/p at 4.2 K for all the studied samples. For the
two samples richer in Dy (x = 0.074 and 0.118) we clearly see the
direct effect of spin alignement by the magnetic field, saturating at
negative values. This means that the direct magnetic contribution
dominates localization at these high fields. However, as shown by the
complete curve obtained with the sample x = 0.118 above 8 Tesla (when
the direct magnetic effect is nearly saturated) Ap/p is slightly
increasing, showing that weak localization effects are still present.
Decreasing the magnetic concentration (x = 0.03 and 0.01), Ap/p is now
positive at the highest fields showing the dominance of localization.
For x = 0.01 we can clearly see the magnetoresistance maximum around
16 Tesla, due to spin-orbit scattering. The position of this maximum
does not change with temperature in the studied temperature range, as
should be expected 4.

Surprisingly, in all the magnetic samples at low fields Ap/p has
an initial positive slope (associated with localization) much larger
than in YNi. Furthermore this positive slope increases with magnetic
concentration. To elucidate this problem, we present in Figs. 3 and 4
the low field data of Ap/p for x = 0.03 and 0.074 at several
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Fig.2. Magnetoresistance for all the sam-
ples studied at 4.2 K. The negative
direct magnetoresistance dominates
at high concentrations of Dy. At
high fields the weak localization
behaviour is still observed. At low
fields the positive localization
term dominates in all samples, with
a slope increasing with magnetic
concentration.

temperatures. From Fig. 3 we conclude that lowering the temperature
increases both the negative direct contribution (_ - M2 ) and the
positive initial slope, in the same manner as thLough an increase of
magnetic concentration. The curve at 1.36 K is very revealing: after

a positive start (localization), Ap/p reaches a maximum and then
decreases to a negative minimum (competition with the direct negative
contribution) before recovering the initial behavior with positive
slope above about 3 Tesla (magnetization almost saturated). Then the

F(Dyo T6Q7)N1]

2 35K

1.96 K_

136

0 i 2 3 B(T)

Fig.3. Magnetoresistance for x = 0.03 at
the indicated temperatures. The
coexistence of localization and the
direc magnetic term is observed. Al
low fields and above saturation,

localization dominates the Ap/p
behaviour.
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Fig.4. Magnetoresistance for x = 0.074 at
the indicated temperatures. The
positive initial slope increases with
decreasing temperature.

only term that changes with the field is due to localization.
Qualitatively the same phenomena occurs at higher temperatures and
above saturation the result is almost an upward shift of the curves
die to the decrease in the negative direct contribution. In Fig. 4,
for x = 0.074, we illustrate in greater detail the systematic increase
of the initial slope with decreasing temperature and the displacement
of the low field maximum.

Our results clearly show a dramatic increase in the weak
localization contribution to the magnetoresistance when magnetic
impurities are added to the non-magnetic amorphous alloy YNi. In
principle one should expect the opposite effect, due to the
progressive dephasing caused by magnetic spin-flip scattering. In the
framework of the available weak localization theory, the only possible
explanation can be found in the pronounced enhancement of the Zeeman
spin-splitting due to the interaction between localized and
delocalized magnetic states which leads to a significant increase of
the amplitude of the weak localization magnetoresistance 6 .
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The lack of complete alignement of magnetic moments of
amorphous alloys in the presence of a large magnetic field is
essentially due to the disorder of local anisotropy directions.
In the framework of a powerfull real space model, Chudnovsky et
al( 1- 4 ) have shown that the law of approach to saturation in
amorphous alloys must display two field regimes. The field where
the cross-over from one regime to another occurs, depends on the
exchange interaction and the size of regions in which local
anisotropy directions are correlated. In this paper we analyse
high field magnetization curves of the series of amorphous
alloys DyxGdl-xNi (with x = 1, 0.75, 0.50, 0.25, 0.1) in the
framework of this model. Measurements have been performed at the
Service National des Champs Intenses, Grenoble, at 4.2 and 1.5 K
up to 150 kOe. The interesting point concerning this series is
the possibility to change the local anisotropy to exchange ratio
D/J from = 1 (for DyNi) to = 0.1 (for GdNi) . We have seen that
the cross-over predicted by Chudnovsky( 3 ) varies with this ratio
D/J in a way so that the size of regions in which anisotropy
directions are correlated remains constant and equal to - 2.7
mean interatomic distances.

Raw magnetization results obtained at 4.2 K are represented
by fig. 1. Qualitatively they show that the saturation becomes
more difficult when the ratio D/J (i.e. x) increases. The Pauli
paramagnetic susceptibility has been estimated on the Gd-richest
sample from the superimposed slope, dM/dH - constant in large
enough field. For other samples it has been estimated from the
high temperature susceptibility using the form X = X0 + C/(T-0)
Within error bars, we always found the same value, X0 = (8 ± 1)
10- 4 PB/kOe.When comparing the experimental data to theoretical
results, it is important to take into account the Pauli
contribution to the magnetization especially in Gd-based systems
where XOH is of the same order than AM = M s - Mobs(H) (here Ms
represents the saturation magnetization and Mobs the observed
one).
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Fig. 1. Raw magnetization curves measured
at 4.2. K on different samples of
the series a-DyxGdl-xNi.

The first part of this paper is devoted to the system
a-DyOlGdO.9Ni in which the ratio D/J is of the order of 0.1,
that is small enough to satisfy the assumption of the theory of
Chudnovsky et al(1-4 ). Fig. 2 shows an excellent fit of the
magnetization curve of this sample to the general formula(3 )
M = Ms+ X0H - A2 /15P(l+p) 3 , (1), where A =KRa 2 Ms/A and
p = Raa(H+Hc)Ms/2A. Interestingly we found only one set of
parameters allowing to fit this curve :A 2 = 0.63 JB2,
M= 6.52 4IB, Bc =0, HcO =2A/MsRa 2 = 224 kOe and

X0 =8.2 10-4 pB/kOe. The first verification of the expression
(1) shows that i) although the cross-over between the t/rH+Hc,
and the 1/H2 regimes occurs at the field H Hco which is larger
than our maximum measuring field (150 kOe), the parameter Hco
can accurately be determined ; ii) the correlation length of
anisotropy directions Ra can be evaluated to be Ra 2.4
compared to the rare-earth/rare-earth mean distance.

This detailed analysis will now be completed by the study of
the other samples (x > 0.1) which satisfy Chudnovsky's
assumption D < J less and less when x increases. First of all
it appeared that the magnetization curves of these samples could
not be fitted to the expression (1) . We, therefore, tried to
test separately the square-root regime (already observed in many
other systems(5 9 )) and then another regime in higher fields. For
that we first derived the expression SM = M + X0 - M =B/H+Hc,
(1) to obtain M = - 21/3 2/3 (dM/dH)/ 3 and then we plotted
M vs (dM/dH)a/3 , to get the values of Mt and B (see table 1 and
fig. 3). The coherent anisotropy field often present in
amorphous alloys is determined from the plot of (Ms - M)-2 vs H
(see fig. 4). According to the expression (1) we should get a
straight line with the slope B-2 and the intersept with the
H-axis at -Hc . The values obtained for B agree very well with
those obtained from the precedant fit (table 1) and the values
obtained for Hc are sufficiently small (compared to D) not to

400



6.5 (Dy~j Gd19 ) Ni

6.1.

631

62

o 50 100 150 H
H(KOe)

Fig. 2. Measured magnetization of
a-Dy0.lGd0.9Ni (data points).
The straight line represents
the Pauli paramagnetic susceptibility
M = XOH. The curve passing through
the data point is the fit to the
theory of ref (3) .

perturb on a sizable way the continuous symmetry characteristic
of disordered systems. Deviations from straight lines in fig. 3
and 4 clearly show that the range of validity of the I/NIH+Hc law
is limited to applied fields smaller than H* which is of the
order of 20 kOe (see table 1) . Above this field and up to our
maximum measuring field of 150 kOe, we have shown that our data
can very well be fitted to a mean field HPZ model(10). This is
easily understandable for two reasons i) the predicted highest
field regime AM 1 I/H2 requires even larger fields to be reached
and ii) our measuring field are nevertheless large enough so
that the transverse correlation length is small enough to
authorize a mean field approach. The D/J values obtained from
this fit( 1 0 ) are quoted on table 2.

One of the most interesting feature of the Chudnovsky's
theory is the link existing between magnetic quantities and the
volume of correlated anisotropy directions
f2/a 3 = (60 r1/2)B'a 3 /MsJ3 /2/D 2 . Knowing B, Ms, D/J and J (from
the paramagnetic Curie temperature Op = ZJ/6 kJ) we deduced the
values of Q for each sample (table 2). It is very interesting to
see that the mean dimension of these regions Ra = 2.7a is found
the same for each sample (for Z = 6). Furthermore the position
and width of the first peak of X-ray patterns of these sample
give a = 2.5 A and d = 15 A (d = mean extension of regions with
coherent scattering of X-rays). The agreement between Ra - 2.7 x
2.5 = 6.8 A and d/2 - 7.5 A is surprinsingly good. As expected Ra
is always smaller than the ferromagnetic correlation length,
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Fig. 3. An example of (Ms-M)-2
vs H plot for x = 0.5.

The slope gives the parameter
B = (q2/60n)4Ms/a 3 (K2/a 3 )D 2 /j 3 / 2

and the intersept with the M
axis gives Ms the saturation
magnetization.

7 (Dyos Gdos)Ni

M(y./,on )
MS

H 20KOe

6

.5

0.2 0. .06

Fig. 4. An example of M vs (dM/dH)1/3 plot
for x = 0.5. The slope gives the
parameter B and the intersept with
the H-axis gives the parasitic uniform
anisotropy field Hc.
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Table 1. Parameters obtained for the series a-DyxGdl-xNi from
the plots debcribed in the Lext. The Pauli
susceptibility X0 has been estimated by two
independent methods (the error bars never exceed
10-4 IB/kOe).

x B(JBkOel/ 2 ) Ms(IIB) Hc(kOe) H*(kOe) X0(RB/kOe)

1 4.9 5.80 2.81 17 8
0.75 4.6 6.45 2.69 13 8
0.5 2.9 6.49 1.84 22 8
0.25 1.3 6.39 0.92 10 8
0.1 0.46 6.55 0 19 8

Table 2. Evolution accross the series of the paramagnetic
temperature Op, the local anisotropy to exchange ratio
D/J(10), the correlation volume of anisotropy
directions (normalized by the number of nearest
neighbourgs Z) . For Z = 6 we get Ra = 2.7 interatomic
distances. The ferromagnetic correlation length Rf
deduced from J/D and Ra is also given. * This value
rather small is difficult to determine. It is somewhat
different from the one of ref. 10 in which we used
only the HPZ model.

x Op(K) D/J Q/a 3 .1/4Z Ra/a Rf/a Rf(A)

1 14 0.95 8.5 2.7 2.6 6.5
0.75 25 0.74 9.3 2.8 4.4 11.0
0.5 38.5 0.55 8.5 2.7 8.0 20.0
0.25 51.5 0.32 9.7 2.9 23.0 57.5
0.1 58.6 0.10* 8.3 2.7 240 600

Rf = (60 n/1) (A/K)2 where 0 = Ra 3 , A = J/2a and K = D/a 3 (table
2). Taking for the mean distance between rare earth atoms
a = 2.5 A we get correlations length ranging between 7 A to
600 A in our series of alloys. Small angle neutron scattering
experiments on these samples should allow to cheek this findings
for alloys with x ! 0.25. For smaller x-values (i.e. for
Dyo.lGdo.9Ni) small angle neutron scattering experiments should
be resolution limited.

We have analysed the high field magnetization curves of the
series of amorphous alloys a-DyxGdl-xNi (0.1 5 x ! 1) in the
framework of the theory of Chudnovsky et al(l). For x 0.25
(anisotropy to exchange ratio D/J 2 0.32) we have found the
existence of a cross-over between the 1/4H regime and another
regime in larger fields. On the other hand the gadolinium
richest sample (x = 0.1, D/J - 0.1) shows a nice fit to the
global expression of Chudnovsky(2 ) which includes both 1/4H and
1/H2 regimes. One of the consequences of this study is the
determination, from magnetic measurements, of the mean
correlation length of local anisotropy direction Ra = 2.8a where
a is the mean interatomic distance. This value agrees
surprisingly well with the size of region with short range
aytomic order as determined by X-ray scattering.
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MAC;NETORESISTANCE OF AMORPHOUS UI_.Sb, FILMS

P.P. Freitas ' 2 and T.S. Plaskett'

1-INESC,R.Alves Redol 9-3,1000 Lisbon and
2-ISTAv.Rovisco Pals, Lisbon 1000 Portugal
3-IBM Research Division, T.J.Watson Research Center
P.O.Box 218,Yorktown Heights, NY 10598 USA

Amorphous U1f-Sb, films were prepared by DC magnetron sputtering follow-
ing our quest for amorphous U systems where the U is optically and magnetically
active' -3 . This paper describes the transport and magnetic properties of these
amorphous ferromagnets that show a 26% magnetoresistance anisotropy at satu-
ratinzi and at low temperature. This is a striking result since typical amorphous
ferromagnets have magnetoresistance anisotropies not in excess of 1% at best.
This quantity is defined as (Pll - p 1 )/p. where Plt and pi are the resistivities at
saturation when the magnetization is parallel or perpendicular to the current di-
rection, and p,.=(1/3)pj +(2/3)p:. Our results also show large excess resistivity
at ± H, when the field is applied perpendicular to the current, where H, is the
coercive field. This excess resistivity may be caused by the distortion of current,
lines by domain walls and scales with the square of the tangent of the Hall angle4 .

Crystalline USb and U: 'Sb 4 compounds order antiferromagneticaly(TN--213K)
and ferromagnetically( T, 146K) respectively s . All the Th3 P 4 compounds (USb4,
U3 P4 and U3 As 4) show anomanously large Hall angles 6, 1 Kerr rotations 7 and
resistivity and magnetoresistance anisotropies'. The 5f electrons are responsible
for the U magnetic moment, that reaches 1 .8 SB in U3 Sb 4 , while p-f and d-f hy-
bridization plays a role in the highly anisotropic nature of the magnetic and
transport properties.

The films are 2000A thick and are overcoated with a 400.i Si0 2 passivation
layer. Sample composition was checked by wet chemical analysis. X-ray data show
the films to be amorphous, with none of the Bragg peaks correspondent to U3 Sb 4
and USb polycrystalline material. The U-U distances in the amorphous sample
cannot be determined from our data alone. However, and as we shall see, the
magnetic properties of these amorphous films are similar to those of crystalline
U3 Sb 4 . This means that short-range order creates an environement where the
U-U distances in the amorphous material are comparable to those found in the
close packed Th3 P 4 type of body centered cubic crystal structure characteristic of

Science and Technology of Nanostructured Magnetic Materials 405
Edited by G.C. Hadjipanayis and G.A. Prinz. Plenum Press, New York. 1991



Table 1. Curie temperature, magnetic moment and coercive fields of
amorphous UF x Sb x films

X Tc (K) .iP B  Hc (KO,)

0.37 98 0.8 2 0

0.55 132 1.2 2 0

0.64 90 0.8 1 9

tT.3Sb 4 compounds. In this case the U-U distance is 4.25A. According to the Hill
plot 9 , it is this distance that determines the existence of a magnetic moment in
the U atom.

Table 1 shows the Curie temperature, magnetic moment and coercive fields for
three of the measured samples. Notice that the x=0.55 sample has a Curie temper-
atuire and a magnetic moment close to those quoted for crystalline U3Sb 4(x=0.56).

Ferromagnetism is still observed for x=0.37 and x=0.64 while the crystalline
USb compound( x=0.5) is already antiferromagnetic.

All samples show large Hall angles reaching 200 at low temperature, values
similar to those reported for the crystalline compounds6.

The coercive field H, has a thermally activated temperature dependence similar
to that found for amorphous Tb-Fe ferromagnets i ° , and reaches 20KOe at 10K.

Another feature of the low temperature magnetization of these materials is its
dependence on the field cooling or zero-field cooling process. This is similar to
what is found in spin-glasses and random-ferromagnets.

Transport properties were measured on rectangular samples typically 10 mm
long.2-3mm wide and 2000A thick. Collinear contacts were used and care was
taken to avoid sample crystallization upon contact preparation. Sample resistivity
at 10K ranges from 281 to 558 pllcm for 0.36< x <0.65 respectively. These
values are quite high even for an amorphous material, and are caused by the
large effective masses of 6d and 5p conduction electrons. This is also the reason
for the large resistivities found in the crystalline USb and U3 Sb 4 compounds'.
Magnetoresistance measurements were done at 15K in a continuous flow cryostat
and using an electromagnet(0-20kOe). One of the samples was measured in a
superconducting magnet in fields up to 60kOe, to compare magnetoresistance and
magnetization hysteresis cycles.

The resistivity of ferromagnets can be written as a sum of an isotropic spin-
disorder term. Pd=Pd,,- a m, and an anisotropic term related to the spin-orbit
interaction , p,, =-)3m2. Here Pd, is the magnetic resistivity well above T,, m is
the moment averaged over the mean-free path distance, and m1 is the component
of m perpendicular to the current direction; a and 83 are constants.

p = pd,8 - mfmi 1 (1)

The -/t... term describes the magnetization rotation with respect to the current
direction, and is responsible for the resistivity anisotropy at saturation. This
term predicts maxima in PO at ±H, when magnetization reversal occurs through
rotation processes.
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The -a... term is isotropic and reflects the spin correlations between U atoms
on neighbor sites. Its behavior has been described in detail by Senoussi" for Ni-
Mn spin-glasses. It is also responsible for the giant transverse hysteresis found in
U-Tb random ferromagnets2 .

A third mechanism leading to low field magnetoresistance in crystalline or

amorphous ferromagnets was introduced by Bergers . He showed that current lines
are distorted by twice the Hall angle at 1800 domain walls oriented perpendicular
to the current direction. This gives rise to excess ohmic resistivity at H., Ap/p.,
scaling with 6"1 where 0' is the tangent of the Hall angle and p, the p± value at

saturation(no walls),

!!_ = C03' 2  (2)
PS

C is a constant of order unity depending on the wall configuration. Eq.2
assumes that the wall spacing is much smaller than the sample width. This mech-
anism leads to peaks in p, at the coercive field caused by the distortion of the

current lines by the walls.
Fig.1 shows the resistance behavior versus applied field, at 10K, for the x=0.55

sample. The data was taken with the field applied in the plane of the sample
either parallel or perpendicular to the current.

40-

35-

.L Xa-U 0o4 5 Sb 0.5 5

T--IOK

30 1 1 T 10KI I . I I I

3G60 -40 -20 0 20 40 60

H (kOe)

Fig.l-Magnetoresistance at 10K, for fields applied in the plane of the sam-
ple, either parallel or perpendicular to the current. Notice the 26% resistivity
anisotropy at saturation and the large excess resistivity in p. at ± H,.

Virst notice the giant resistance anisotropy observed at saturation and at this
temperature. with

P = PI P" 26% (3)

P4 Po
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This means that 3 >> o in these systems. This resistance anisotropy at
saturation exceeds by far typical values found for transition-metal16 and rare-earth
containing amorphous ferromagnets15 .

Second, notice the sharp peaks of p± at ± H,. These may correspond to the
large excess resistivity predicted by Eq.3 since these samples have very large Hall
angles with '3' z 0.13 . Third, but not least important, notice that there is only a
slight variation in Pil during magnetization reversal.

Let us start with the Pl, data. The upper curve in Fig.1 shows that pli never
departs more than 1.5% from its saturation value during magnetization reversal.
This is to be compared to a 26% decrease in the saturation resistivity when the
magnetization becomes perpendicular to the current. We conclude that it is ener-
getically favourable for magnetization reversal to proceed mainly through domain
wall displacement, with the net magnetization direction induced by the applied
field. In this case the current distortion mechanism will not contribute since do-
main walls are essentially parallel to the current.

Consider now the p, curve. The net magnetization is now perpendicular to the
current. This leads to domains with walls perpendicular to the current, and then
the two sharp peaks observed at ± H, can either be caused by current distortion at
domain walls or by the anisotropic -3m' term. Since the magnetization reversal
occurs mainly through domain wall motion as concluded above, the anisotropic
term should give only a slight 1-2% increase in pL over the magnetization reversal
process. This cannot explain the 23% increase in p, at ± H, compared to the
p: saturation value. This leaves Eq.3 and the current distortion model as a good
candidate to explain the sharp peaks of p1 observed at ± H,.

In Fig.2 we plot -. p p. versus /2 for all our amorphous Ul_,Sb, samples.
For comparison. we added data for a-U-Sb-Mn' 2. a-Gd-Co3 . a-Tb-Fe-Co' 3 and
, rvstalline MnBi filr n ,', and bulk Co at 4.2K1 4 . The solid line corresponds to Eq.3
wilh C'=1. We find a remarkable scaling of ,lp/p, with /312 over four orders of
magnitude in all these different systems. This shows that this mechanism involving
the distortion of current lines by walls is probably responsible for the large excess
resistivities found for p, in the a-U,-Sb, systems.

Having explained the nature of the large excess resistivity in the perpendicular
resistivity, we are still left with an intriguing phenomena. the large resistivity
anisotropy at saturation.

Consider the anisotropic magnetoresistance caused by an anisotropic scattering
cross section. In this case different resistivity values at saturation are obtained,
depending on the angle between the magnetization and the current. This effect
has been discussed in detail for 3d transition metals and 4f rare-earths. These
existing models do not seem to apply to the present results.

For localized moments in amorphous rare-earths the magnetoresistance anisotropy
arises from the quadrupole spin polarization' 5 . This model also involves the hy-
bridization of the 5d states with the conduction electrons. As the 5d admixed
states lie close to the 4f shell they feel strongly the orbital anisotropy of this shell.
This feature can be compared with p-f mixing in the actinides. Typical Ap/p,
values predicted by this model are in the 10- 3 to 10-4 range, almost two orders of
magnitude smaller than the effects reported here.

The light actinides can also be viewed as transition-like metals with hybridized
5f-6d narrow bands superimposed on a broad 7s conduction band. For 3d tran-
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Fig.2-Plot of the excss resistivity Ltp/p, at H, versus the 32 where fi is the

tangent of the Hall angle for different types of systems. The solid line corresponds
to Eq.3 with C=I.
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stimr metals. and due to the spin-orbit interaction, the cross-section for electron
scattering by impurities depends on the angle between the magnetization and the
current directions ". ThiF; mechanism can lead to "_p,/p, values of the order of 102
to 10- 1 such as those found in the transition metal alloys, and of the order of those
we find in the Ul-,Sb,, amorphous films. The existing model for 3d metals uses
spin-orbit interaction in perturbation theory to determine the perturbed spin-up
and spin-down wave functions. Second, the two spin sub-bands are assumed to
conduct in parallel (two-current model). The first hypothesis will certainly not
work for the 5f systems where spin-orbit is much larger than in the 3d metals.

Also, there is no proof for the validity of the two current model in the 5f systems.
This means that the observed giant resistivity anisotropy in these 5f amorphous

systems cannot be described within existing models. We hope that this work will
stimulate theoretical studies leading to the understanding of this phenomena.
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ABSENCE OF TEMPERATURE-DRIVEN FIRST-ORDER PHASE TRANSITIONS

IN SYSTEMS WITH RANDOM BONDS
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Temperature-driven first-order phase transitions are converted to
second-order phase transitio"3 by the introduction of infinitesimal bond
randomness, in spatial dimensions d<2 or d<4, respectively for systems

composed of discrett or continuous microscopic degrees of freedom. Above
these dimensions, this phenomenon still occurs, but requires a threshold
amount of bond randomness. This quenched-fluctuation-induced criticality

occurs for phase transitions involving a symmetry breaking. If no symmetry
breaking is involved at the first-order transition, the phase transition is
eliminated under the above conditions.

QUENCHED-FLUCTUATION-INDUCED CRITICALITY

A general renormalization-group argument for the above effects is
presented here. To be precise, a first-order phase transition is any phase

boundary point where the thermodynamic phases tliat are bounded coexist. A

second-order phase transition is any phase boundary point where the
thermodynamic phases that are bounded do not coexist; it is presumed (and

empirically verified) that, at such a point, the macroscopic change from one
thermodynamic phase to another is mediated (in the absence of coexistence)
by long-range correlations (and the attendant critical singularities). The

argument here is the extenision, via the visualisation of global

renormalization-group flows, of an argument originally presented
1 

for the

effect of bond randomness on tri, ritical and critical-endpoint systems.
Independently and simultaneously, Aizenman and Weh.'s rigorous mathematical

work
2 

has shown that in d=2 quenched randomness results, quite generally, in

the elimination of discontinuities in the density conjugate to the random
interaction.

The renormalization-group mechanism
3- 5 

for temperature-driven first-
order phase transitions is depicted in Fig. l(a). In this figure, Jl is a

dimensionles3 coupling constant, i.e.

JI 
=  

Kl/kT , (1)

with KI (with dimension of energy) being the coupling constant fixed by the

* Current address: Department of Chemistry, University of California,
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underlying physical system, so that J1I is proportional to temperature T.
J2 represents the interactions generated under renormalization-group
transformations. Under such transformations, an initial system at the
phase transition (point A in Fig. l(a)) flows to the fixed point F*. This
fixed point occurs at zero temperature, where the statistical mechanics
simplifies to ground states crossing each other. At F*, the correlation
length equals zero, so that 0< <- on renormalization-group trajectories
flowing into F*, including the point A. In fact, the renormalization-group
flow topology of Fig. l(a) is required for first-order phase transitions
because, by contrast, a fixed point occurring at finite (non-zero, non-
infinite) temperature and trajectories flowing into such a fixed point have

implying critical (second-order) behavior.
6

Similarly, a quenched-random-bond system, with a distribution {J1 } of
bond strengths given, for example, by the range A in Fig. l(b) maps, under
the renormalization-group transformations, onto the range I in the same
figure. (Underlying the latter statement is that the renormalization-group
transformation is a non-singular local transformation, namely that a
localized set of interactions fix, smoothly, the renormalized interaction of
a locality.) Note that in the neighborhood of what was F*, the segment 1
exhibits, at low temperature (strong coupling), randomness transverse to
what was the first-order (coexistence) boundary. Thus, we effectively have
a random-field situation where the arguments of Imry and Ma apply.

Imry and Ma 7 have argued, and it is now generally accepted, that random
fields destroy first-order coexistence in spatial dimensions d<2 for systems
composed of n=l component spins (Ising models) and d<4 for systems composed
of n 2 component spins (e.g., XY and Heisenberg models). The Irrry-Ma
mechanism is that would-be coexistent phases become indistinguishable, as it
becomes energetically favorable to nest arbitrary domains of each in the
other. The applicability of this mechanism is seen by comparison of the
random-field energy lowering and domain-wall energy gain in the formation of
arbitrary domains. Similarly, their two categories can be expanded to
include, respectively, systems composed of discrete microscopic degrees of
freedom (e.g., Potts models, melting in registry with a substrate) and
systems composed of continuous degrees of freedom (e.g., melting in a free-
standing environment, liquid-crystal transitions).

(a) (b
H H

EL L

0 F 0

Fig. 1. (a) Renormalization-group mechanism for temperature-driven first-
order phase transitions. The strong-coupling fixed point F* has an
eigenvalue exponent equal to dimensionality, y=d, along its
direction of instability (Ref. 3).
(b) The system with random bonds distributed over range A maps,
under repeated renormalization-group transformations, onto range 2.
The dashed line shows the phase boundary, given by the
renormalization-group flows of average interactions.
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Accordingly, in our case, the original random bonds {J1 ) remove the
temperature-driven first-order transitions for d<2 and d<4 respectively,
since removal of coexistence in the renormalized system implies the same for
the original system. In Fig. l(a), if the thermodynamic phase L involves a
symmetry breaking with respect to the phase H, random bonds {Jl} will not
remove this symmetry breaking (the persistence of symmetry breaking under
bond randomness can be seen by Peierls-type arguments), nor induce it in H.
Thus, a boundary of singularities will continue to exist between L and H.
This boundary will not be a first-order phase boundary because of the
preceding argument, and thus has to be a second-order (critical) phase
boundary. By contrast, if there is no symmetry breaking between the two
phases, the boundary between them should be simply eliminated by the bond
randomness.

In the higher dimensions complementing the above conditions, d>2 for
the discrete degrees of freedom and d>4 for the continuous degrees of
freedom, the Imry-Ma argument indicates first-order coexistence at low
temperatures in the presence of infinitesimal random fields. Calculations
on the random-field problem show that a threshold amount of random-field
strength is required for the coexistence to disappear, as shown in Fig. 2
reproduced here from McKay and Berker.8  In our present consideration, this
is equivalent to a threshold extent of range S in Fig. l(b), in turn
requiring a threshold extent of range A in the same figure. Accordingly, in
the high-dimension regimes, a threshold amount of bond randomness is
required to convert a temperature-driven first-order transition into second-
order, presumably via a tricritical point, when it involves a symmetry
breaking (or, to eliminate it, presumably via an isolated critical point,
when it does not involve a symmetry breaking).

It will be seen in the following that this simple, very general
reasoning is supported by works on specific systems.

In the previous work,1 this argument was in fact tested by an
approximate renormalization-group calculation on the Blume-Emery-Griffiths

(spin-l Ising) model,
9' 4

I Jij sisj + K 2 si 2 sj 2 - A X si 2 
, si=O,±l , (2)

<ij> <ij> i

where <ij> indicates summation over all nearest-neighbor pairs of sites i
and j of a hypercubic lattice. The renormalization-group recursion of the
quenched probability distribution of interactions, 8

I 40 -

0 Pgromoqnet 30 moraq3e0

20
05 d

0 11 01--

0 5 10 15 0 2000 4000
STemperoture.J' Temjperoture,J I

Fig. 2. Calculated phase diagrams, from McKay and Berker, 8 for the random-
field Ising model for dimensionalities d=2.58, 3, and 7. The
ferromagnetic phase at non-zero random field (i.e. off the
horizontal axis) vanishes at d=2.
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P'(V') = n [ H dVij *(Vij)] S(V - R ({Vij)) , (3)
<ij>

-4 -4
where Vij= (Jij,Kij,Ai,Aj) and R are the local recursion relations, was
effected by approximating the renormalized distribution 1' by 16 bins and by
using the Migdal-Kadanoff approximation for the local recursion relations.

In agreement with the a priori argument, it was found1 that, under
random bonds (Jij} in d=2, all first-order transitions involving symmetry
breaking are converted to second-order, and all first-order transitions not
involving symmetry breaking are eliminated. This is illustrated in Figs.
3(a,b) for systems that have tricritical (K/J=O) and critical-endpoint
(K/J=l) phase diagrams before the application of randomness. Thus, both
tricritical points and critical endpoints are eliminated by bond randomness.
It was also found I that, in d=3, the first-order phase transitions recede
gradually with the introduction and increase of bond randomness (Jij}.

I 1 7
\(a) K/J:O (b) K/J I

poramagnetic 3.5, -

E E 3.0 -

-------------- I

o 1 1 1 I 2.51 , ,
1.o 0.8 0.6 0.4 0.2 0 1.0 0.8 0.6 0.4 0.2 0

Density, sI) DeiLy,(s )

Fig. 3. (a) Effect of bond randomness on a tricritical phase diagram of the
Blume-Emery-Griffiths model, from Ref. 1. The curves are
calculated for the pure system, with the dashed curve enclosing the
coexistence region of the first-order transition. The dark circles
are the calculated phase-boundary points for the random-bond system
with '(Jij)=[8 (Jii-J+a)+ S(Jij-J-a)]/2, =J/4. The lowest phase-
boundary point is split, because of the more than 14-digit accuracy
in chemical potential needed to reach the phase boundary from
either side.

(b) Effect of bond randomness on a critical-endpoint phase diagram
of the Blume-Emery-Griffiths model, from Ref. 1. The curves are
calculated for the pure system, with the dashed curve enclosing the
coexistence region of the first-order transitions between the
ferromagnetic (f) and non-magnetic phases and between the
paramagnetic and non-magnetic phases. The latter does not involve
symmetry breaking and is eliminated by the bond randomness. The
dark circles are the calculatpd phase-boundary points for the
random-bond system with ?(Jij)-[(Jij-J+)+S(Jij-J-a)]/2, i=J/4.
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Furthermore, it was realized I that the disappearance of tricriticality
under bond randomness in d=2 has an important consequence for q-state Potts
models,

S I sisj , si= 1,2, ... ,q , (4)
<ij>

where Ssisj= 1 (0) for si=sj (si~sj). The renormalization-group solution
5

of these models is imbedded in the Potts-lattice-gas models,1 0 where as the
number of states q is increased, a critical fixed point and a tricritical
fixed point approach each other, merging and annihilating at qc, thereby
clearing the way for renormalization-group flows to a first-order fixed
point for q>qc. With the introduction of bond randomness, in d=2,
tricriticality should be eliminated and this mechanism for the changeover of
the transitions from second-order to first-order cannot occur. Thus, it was
concluded1 that random-bond Potts models have second-order transitions for
all q in d=2, namely qc is changed from 4 to - by bond randomness. In fact,
independently and simultaneously, Aizenman and Wehr's rigorous mathematical
work 2 has shown that there is no latent heat at the phase transition of
random-bond Potts models for all q in d=2.

To continue our discussion to d>2, we define qc to be the number of
states of the Potts model where, for fixed randomness, the transition
changes from second-order to first-order (in d=2, qc= 4 for zero randomness
and qc=- for any bond randomness). In d>2, since bond randomness causes
first-order phase transitions to recede only gradually, infinitesimal bond
randomness should not convert finite first-order behavior to second-order
(in contrast to d=2). Thus, in any given d>2, qc will increase, with

increasing bond randomness, continuously from its non-random value.
However, since we have argued that, for any system, first-order coexistence
can be eliminated by a threshold amount of bond randomness (cf. our
discussion above centered around Fig. 2), for any q>qc Potts model, the
first-order transition can be converted to second-order with application of
enough bond randomness, presumably with an intermediate tricritical point.

The above has been seen with Monte Carlo numerical simulations. In
d=2, for the q=5 Potts model, Wilson and VauseI I have reported a

"termination" of the first-order phase transition for a quenched site
dilution (which is equivalent to bond randomization) of only 2.6% on thp
square lattice and of only 1.4% on a Penrose lattice. We believe that this
is consistent, within the limits of numerical simulation, with our predicted
change in d=2 from first-order to second-order behavior with infinitesimal
bond randomization. In d=3, for the q=3 Potts model, Wilson 12 has reported
a change from first-order to second-order behavior, via a tricritical point,
for a quenched site dilution of 13.5% and for a quenched bond dilution of
23.5% on the cubic lattice.

Finally, the generality of our argument is seen via yet another model.
In previous work, Murthy1 3 has found that in the d=2 N-component Ashkin-
Teller model, first-order transitions are converted to second-order by the
introduction of bond randomness.

CONCLUDING REMARKS; EXPERIMENTAL PROSPECTS

The conversion of first-order phase transitions to second-order, by the
introduction of quenched disorder (in infinitesimal amount in d=2) is
conceptually rather fascinating. (Also note the interesting diametric
opposition of the quenched-fluctuation-induced second-order transitions here
to the well-studied annealed-fluctuation-induced first-order transitions. 1 4 )
At the most phenomenological level, an a posteriori explanation is that
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locally strong or weak couplings pin down the ordered or disordered phases,
respectively, and prevent phase separation (a.k.a. phase coexistence). At
the same time, correlations of the ordered phase propagate (via convoluted
paths) and increase as temperature is lowered, causing criticality.

Furthermore, this effect points to literally infinitely many new
universality classes of criticality, for example with the criticality of q>4
Potts models 1 ,2 in d=2 and the tricriticality and criticality of q-3 Potts
models 1 2 in d=3. These unexplored systems should excite experimentalists on
fundamental grounds. Moreover, the interest for possible device
applications of the phenomenon presented in this paper is (i) the avoidance
of the hysteresis of first-order transitions and (ii) the introduction of
the large response functions of second-order transitions. However, this
brings us to a practical question: It may be difficult to prepare an
experimental system with random bonds without also random fields (these
actual random fields couple, randomly at each locality, to the differently
broken symmetry states, whereas the effective random fields of our argument

couple, randomly at each locality, to the symmetry unbroken and broken
states, without distinguishing between the latter). In d=3, this is not a
concern, since ordering persists under the actual random fields1 5 for
systems with discrete degrees of freedom and the above effect should take
place due to the bond part of randomness. In d=2, however, ordering is
destroyed by the actual random fields, which should therefore be avoided.

There are ways to create random-bond systems without actual random
fields. Systems with quenched vacancies are the simplest examples. Doping
crystals with atoms of different sizes has been effected for KMnF3
undergoing structural transition,1 6 and it appears that the effect we
present here was seen. Finally, we propose here an experimental method that
would be applicable to complex fluids: If two laser beams are crossed
within the sample, after being reflected from rough surfaces, a static
random distribution of local temperatures will be created, which by Eq.(1)
is equivalent to a random-bond situation.
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MAGNETIC BEHAVIOR OF DILUTED MAGNETIC SEMICONDUCTORS
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Department of Physics, Eindho-ien University of Technology (EUT)
Eindhoven, The Netherlands

ABSTRACT

The magnetic characteristics of Diluted Magnetic Semiconductors are reviewed and
related to the exchange interactions and mechanisms. The relevance of the long-range
interactions in II-VI DMS is emphasized. An analytical expression for the radial
dependence is derived from the freezing temperature and compared with theoretical
predictions. The magnetic properties of Fe-DMS are summarized and interpreted on
the basis of the dominant crystal field splitting effects. Recent studies on IV- VI Mn
DMS are presented with the emphasis on the new phenomena of carrier induced
ferromagnetism.

INTRODUCTION

Diluted Magnetic Semiconductors (DMS) or, as they are sometimes called,
Semimagnetic Semiconductors, are a relatively new class of materials, consisting
generally of a nonmagnetic host in which a controlled fraction of cations is replaced
by magnetic ions. The fundamentally as well as technologically interesting and
characteristic features of DMS have attracted considerable attention during the past
years and are directly related to the coupling between the two interacting subsystems:
the electronic system of the carriers and the (diluted) magnetic system of
paramagnetic ions. Most of the investigations have been devoted to the class of the
II-VI compounds diluted with Mn, such as Cdt-,MnxTe, Znl-,MnTe, HglxMnxTe
and corresponding selenides and sulfides although also compounds like (Cdi-xMn) 2As 3
and (Zn 1 -xMn,) 2 As 3 have been studied. Recently also results have been reported on
DMS containing other transition metal magnetic ions, such as Fe, Co. Extensive
reviews on the semiconducting as well as the magnetic properties of specifically II-VI
DMS have appeared recently1' 2.

As for the semiconducting properties, striking effects were observed such as: a
giant Faraday rotation, anomalous and large magneto-resistance effects as well as
significant bandstructure modification in moderate magnetic fields1 ,2. Generally spoken,
these effects can be traced back to the field enhancement and polaron formation
brought about by the interaction between carriers and magnetic ions.
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Magnetically the behavior of these systems .2 originates from the interactions
between the magnetic ions, which are in general mediated by the carriers. Typically
these interactions are antiferromagnetic (AF) and long ranged (with significant and
systematic variations in range depending on covalency or bandgap). A spin-glass
phase is found at low magnetic ion concentrations (Mn 2  as well as Fe2  and Co 2 )
extending to the very dilute limit. At higher concentrations sometimes AF ordered
regimes are reported. Since the carrier concentration is in general relatively low
(n,p < 1019 cm- 3), the well known Ruderman Kittel Kasuya Yoshida (RKKY)
interaction, which is proportional to the carrier density, is too small to account for
the interaction between the magnetic ions. A number of alternative physical
mechanisms, involving different bands, might be responsible for these interactions. A
substantial number of papers have been devoted to this subjectL.4 Recent theoretical
results seem to indicate that, at least for the interactions between nearest neighbors,
superexchange might be the dominant mechanism 4. These nearest-neighbor interactions
cannot, however, be responsible for the observed spin-glass transition in the diluted
limit, which is claimed to be triggered primarily by the long-range part of the
exchange interaction5 .

As we quoted above, the carrier concentration in the II-VI DMS is generally
rather low. Several IV-VI DMS however exhibit a much higher carrier concentration
in the range of 1019-10 21 cm3 , caused by deviations from stoichiometry. In contrast to
the II-VI DMS some of these systems, such as Snl 1 MnxTe and (PbGe)1 -xMnxTe,
show ferromagnetic ordering phenomena, implicating a rather different exchange

mechanism. Furthermore Story et al. 6 reported the observation of a carrier
concentration induced ferromagnetic transition in Pb 0 .25Sn0.72Mn 0 .03Te (PSMT) above
a critical concentration Pcrit. Analogous effects were reported recently for other
compositions including Snl-,MnxTe. This striking demonstration of the influence of the
carrier concentration on the magnetic properties is facilitated by the significant range
of carrier concentrations which can be realised in this system. A RKKY interaction
between localized moments, resulting from intra-band scattering of the charge carriers
by the magnetic moments, seems to be the only interaction that is strong enough and
sufficiently long ranged to explain the magnitude of the observed critical temperatures
in these IV-VI compounds. The abrupt change in T, at the critical hole density Pcrit
is PbSnMnTe, however, cannot be understood by the original RKKY model, modelled
for free (parabolic) electrons. A modified RKKY model was proposed by Swagten et
al.7 , in which also carriers which are located at different regions of the Brillouin zone
contribute to the RKKY interaction. The intriguing increase of interactions at Pcrit is
then attributed to the entrance of the Fermi-level into a second set of heavy hole
valence bands, located along the E-axis. On the basis of this more realistic two
valence band model a satisfactory description of the carrier concentration dependence
in these IV-VI DMS can be obtained.

This paper is focussed on the magnetic behavior of DMS. Since, as we quoted
before, excellent reviews have appeared on the II-VI Mn-diluted compounds, we will
emphasize a few items which have not yet been included i.e. the relevance of
long-range interactions, Fe-diluted II-VI DMS and the IV-VI DMS introduced above.

Exchange interactions

In DMS two subsystems can be distinguished. The carrier subsystem,
characterised by a band structure, and the system of magnetic ions (Mn* or other
transition metal ions) which can be treated as isolated, with energy levels of the
relevant d orbitals superimposed on the band structure.

One of the basic ingredients, which determines the cooperative magnetic
behavior in these systems, is the exchange interaction between the magnetic ions (d-d
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SE BR RKKY
Fig. 1

Schematic representation of the ezchange processes
superezchange (SE), Bloembergen-Rowland (BR) and
Ruderman-Kittel-Kosuya- Yosida (RKKY). The filled
valence bands, empty conduction band, Mn spin states and
transitions are shown; based on Ref 4.

interaction). Since direct overlap of the 3d wave functions can be neglected in these
structures, interaction can only take place via indirect processes. The indirect
exchange can be regarded as consisting of three processes. First, a exchange between
the d-electrons of the localized magnetic moments and the s- or p-orbitals of the
band electrons exists, which is referred to as sp-d exchange or alternatively sp-d
hybridisation. Secondly, a direct interaction between the polarized electrons takes
place, which is followed by secondary sp-d exchange processes with other magnetic
moments. Because of the important role of the charge carriers in these processes, the
band structure of the electrons (or holes), together with the number of charge carriers
and the interatomic distances between the manganese ions completely determines
which indirect exchange mechanism is dominant. The various processes are
schematically illustrated in Fig. 1. An elaborate review on the indirect exchange
mechanisms is given by Larson et al. 4 who concluded from theoretical calculations
that in II-VI Mn DMS superexchange (involving only two hole processes in the
valence band, see Fig. 1) is the dominant Mn-Mn exchange mechanism, while the one
hole-one electron process (Bloembergen-Rowland mechanism) accounts for only a few
procent, and the contributions of two electron processes, involving only carriers at the
Fermi-level (RKKY mechanism), is negligible. For IV-VI DMS, however, the latter
mechanism is the dominant mechanism, at least for higher carrier concentrations, as
we shall see later on.

II-VI DMS

Relevance oi the long-range of the interaction

From the available data on a large number of Mn-DMS a rather characteristic
behavior can be deduced s ' 0 . The essential features (for low Mn concentration x) are:
1. Curie-Weiss behavior of the magnetic susceptibility, C/(T-0),

at high temperatures, with negative e indicating antiferromagnetic Mn-Mn
interactions.

2. A cusp or kink in the low temperature X, indicating a spin-glass like transition
at a temperature TF which decreases continuously with the Mn concentration x
even in the limit x-0.

3. A continuous magnetic contribution to the zero-field specific heat Cm with a
broad maximum in the 'He temperature region, shifting to higher T with x,
indicating a range of exchange splitted Mn energy levels.

4. A field dependence of the magnetization indicating AF Mn-Mn interactions, in
some cases accompanied with discrete steps0 .
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Originally the magnetic behavior has been interpreted as arising from
interactions between Mn-ions, situated at nearest neighbor sites (NN) in the host
lattice only". The use of this model was strongly supported by the early observation
that the spin-glass transition was restricted to DMS with a magnetic ion
concentration x above the percolation limit, x, of the host lattice. From this
observation it was concluded that the transition was induced by short range AF
(nearest neighbor) interactions causing topological frustration effects due to the cubic
symmetry of the host lattice. Subsequent calculations on the basis of this conjectured
short-range interaction only, however, did not yield a consistent set of interaction
parameters, explaining all the data simultaneously.

The most convincing evidence for the long-range character of the exchange interaction
(that is the extension beyond nearest neighbors) is provided by the observation of the
transition to the spinglass state at the so-called freezing temperature TF for Mn
concentrations far below the percolation limit xc, which amounts to 17% for f.c.c.
structures. This behavior, which was first noted 12 in (CdMn) 3As 2 has been
documented since for almost all known DMS 13. This extension of TF down to zero in
the dilute limit cannot be understood on the basis of nearest neighbor interactions,
but strongly indicates the existence of a long-ranged interaction as the driving
mechanism behind this transition. It should be noted at this point that a transition to
a spin-glass state in these type of materials (which is supported by experimental
evidence 14) is of fundamental interest on itself, since spin-glass transitions in random
arrays coupled only by AF interactions represent a new type of spin-glass 5, 15.

If one accepts the nature of the transition as a spin-glass freezing, then a
scaling analysis should be applicable. Such a scaling analysis generally exploits the
fact that for a continuous random distribution it is assumed that R., X = const,
where Ri denotes a typical distance between the ions. Implementation of this
expression in a model for spin-glass freezing, given a known functional form for the
radial dependence of the exchange interaction, then yields a theoretical prediction for
TF(x) which can be compared with experimental data. Details of this procedure can
be found elsewhere for a continuous as well as a discrete distribution of ions"6 . In the
spiit of earlier analyses17 the spin-glass-freezing condition is based on the conjecture
that TF is related to the interaction energy at the average distance (R) between the
magnetic ions, e.g.,

kBTF L J(R)S2. (1)

Given a power-law dependence of the interaction, the concentration dependence of TF

can be expressed as

ln(TF) - n ln(x) for J(R) = JoR-n . (2)

As the power-law behavior of J(R) is chosen somewhat arbitrarily (although inspired
by earlier theoretical predictions3 ) it may be replaced by more adequate functional
forms. However, it describes the data remarkably well in the whole concentration
range as is shown in Fig. 2, where the freezing temperature for a number of Mn DMS
is plotted versus concentration.

This analysis therefore provides a probe for the spatial extension of the d-d
interaction strength in the various systems, which can hardly be obtained any other
way. The results can be used subsequently to calculate the magnetic behavior, as
summarized before, and for comparison with the theoretical predictions concerning
physical mechanisms, chemical trends, etc.
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Freezing temperatures as a finction of the

n- concentration x for several DMS on a logarithmic
scale; the drawn lines yield the power dependens J(R)~R-n
(see Table I); see Ref. 9,16,18,40.

The calculation of the thermodynamic properties of an infinite, random ensemble
of spins, all coupled to each other by a long-ranged AF interaction J -I J R-n,
requires an approximative calculation method. It was shown that the so-called
Extended Nearest Neighbour Pair Approximation (ENNPA) is particular useful for
this purpose"8 . The essential ingredient of this approximation, first suggested by
Matho 19, is the assumption that the partition function of the ensemble of random
spins can be factorized into the contribution of pairs. In this case a pair consists of a
Mn-spin coupled to its neighbouring Mn-spin, which can be located anywhere as
prescribed by the statistics in a random array.

Since the size of this paper is rather limited we will not report on the results
for each DMS system in detail. Instead we exemplify the results by the figures 3-5,
which all refer to (CdMn)Te. Results for other systems show basically the same
features. We would like to emphasize that no efforts have been undertaken yet to
adjust the parameters in order to obtain a better overall fit to the data.

From the comparison shown in figures 3-5 we would like to conclude that, on
the whole, the agreement between calculated results, using reported values for the
interaction, and the data is fair and shows that a model which includes the
long-range nature of the interaction is in principle capable of explaining the overall
magnetic behavior in DMS. A more detailed comparison can be found in the
references-10,1.

As quoted in the introduction, Larson et al. 4 found theoretically that
superexchange is the dominant mechanism contributing to the d-d exchange. They
were able to calculate JNN and JNNN in CdMnTe and the detailed results were used to
contruct a simplified so-called three level model, in which only the most relevant
characteristics of the electronic structure are contained and which permits the
extension of their results to other DMS. The relevant levels are schematically
indicated in Fig. 6 and determine together with the hopping parameter Vdp,
(characterizing the hybridisation between Mn d-orbitals and anion p-orbitals
contained in the valence band), the strength of the NN exchange. Introducing a
simplified k dependence of the levels yields an R dependence of the exchange f(Rij)
which is claimed to be "material insensitive", that is independent of electronic
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structure details within a class of materials closely related by symmetry:

14 J(R11) = -2Vdp[(1Ed+U-E "}- U'1+ IEd+U-Ej f(Rij), (3)

where for f(Rj) in CdMnTe-like symmetry is suggested

f(R 1 ) = 51.2 exp -4.89 Rij (4)

It has been shown 4 that the chemical trends, contained in the effects of anion and
cation substitution on the energy levels and Vdp, compare very well with the
experimental data as tabulated in Table I, demonstrating convincingly the
applicability of the model.

Of particular interest to us in the present context are the predictions related to
the spatial extension of the exchange; i.e. the "universality" of f(Rj) within a certain
class of materials and the actual quantitative decay of f(R 3 ).

From the results shown in Fig. 2 and tabulated in Table I, indeed a remarkable
universal behavior of the radial dependence (characterized by n) can be observed for
certain classes of materials, thus corroborating the expectations. In particular the
universal behavior of the large class of wide gap materials At-,MnB where A = Cd,
Zn and B = S, Se, Te is impressive, in view of the rather wide variety of bandgap,
hybridization, lattice constants and NN exchange constants found in this class. We
note parenthetically that the coalescense of the freezing temperatures as function of x
for all these materials, as is apparent in Fig. 2, represents an additional remarkable
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Table I

material dNN(A) F.g(eV) -j* n** J t

ZnMnS 3.83 3.8-3.9 16 7.6 -0.7,0.6
ZnMnSe 4.00 2.8-3.0 12 6.8 -0.7
ZnMnTe 4.31 2.3-2.8 9 6.8 0.6

CdMnS 4.12 -2.5 10 -6.8
CdMnSe 4.28 1.5-2.5 8 ,N6.8 0.1-3.1
CdMnTe 4.58 1.5-2.7 6 -6.8 0.8-3.0

HgMnSe 4.30 N0 6 5
HgMnTe 4.55 -0-1.1 5 5

ZnMn) 3As 2  2.94 N 1 100 4.5 N20
CdMn) 3As 2  3.17 -.0-0.2 30 4.0 N5

ZnFeS 3.8
ZnFeSe 2.8 22 12
ZnFeTe 2.4

CdFeSe 1.8 19

CdFeTe 1.6

HgCdyFexSe 18

HgFeSe 0 i8
HgFeTe 0

see Ref. 9,10,18,27,44
** see Ref. 5,16,40,23
t see Ref. 9,10,16,18,40,42,43

feature. This behavior seems at variance with the common wisdom that the freezing
Lransition should be proportional to twe driving interaction.

As for the actual quantitative decay of J(R) it should be noted that, apart from
the analytic radial dependence of J(R) obtained from TF(x) as shown before, direct
experimental data on interactions beyond nearest neighbors is almost unavailable.
Some data on the relative strength of next nearest neighbors (NNN) have been
obtained from very careful analysis of neutron scattering results 20 (in concentrated
DMS) and steps in the high field magnetization10 (a technique which we will discuss
in some more detail in relation to Fe-DMS). These data, together with the results
from the TF(x) analysis (which in principle includes all more distant neighbour
interactions), as well as the prediction of Larson et al. 4 , are shown in Fig. 7.
Obviously, the Gaussian decay suggested by Eq. (2) and the power-law dependence
employed in the present analysis do not agree. We have to recall, however, that the
Gaussian decay is only claimed to be valid up to roughly the fourth neighbour while
the power law behavior probes mainly the tail of the interaction. The comparison in
Fig. 7 shows that the deviations between the experimental exchange interaction
probed by TF(x) and the prediction based on superexchange are irrelevant in the
plotted range, certainly when compared with the inaccuracy of the data obtained by
other methods. We therefore conclude that these data yield additional support for the
superexchange mechanism and demonstrate the usefulness of the present analysis of
TF(x).

426



Fe based II-VI DMS

The vast majority of the experimental effort so far has been devoted to Mn-
DMS. The magnetic behavior of these systems shows common characterics, described
earlier, which can be understood on the basis of a random array of localized isotropic
Mn * spins coupled by long ranged AF interactions.

In several aspects Mn 2 , with its degenerate 6A, spin-only ground state,
represents a rather simple case, since all phenomena involving orbital momentum are
absent. Fe 24 on the other hand represents a much more general case since it possesses
both spin and orbital moment (S = 2 and L = 2). As in the Mn case, Fe can be
substituted for the group II ion and contributes its 4S2 electrons to the typical (s-p 3)
bonding. Since the exchange is intimately related to the location of the magnetic ion
levels with respect to the band structure, substitution of Fe instead of Mn might
affect the character and strength of these interactions, since the Fe 24 d6 level may be
located far above the valence band, in contrast to the Mn 2 * levels 21.

Also, the magnetic properties are expected to be substantially different from
Mn-type DMS. This difference can be ascribed to the different energy scheme of Mn 2*

and Fe2  ions, as is shown in Fig. 8. Substitutional Fe 2  has a d6 configuration. The
ground state of the Fe 24 free ion (5D) is split by a tetrahedral crystal field into a 5E
orbital doublet and a higher lying 5T orbital triplet (separated from 5E by 10 Dq is
the crystal-field parameter) 22. Spin-orbit interaction splits the 5E term into a singlet
A1, a triplet T1, a doublet E, a triplet T2, and a singlet A2 (the energy separation
between these states is approximately equal to 6A2/1ODq, where A is the spin-orbit
parameter). Thus the ground state of the isolated Fe24 ion in zero field is a
magnetically inactive singlet A1 resulting in Van Vleck-type temperature independent
paramagnetism. Exchange interactions and magnetic fields will of course modify this
energy-scheme as was shown by numerical calculations 23. Starting point for the
calculations was the Fe-Fe pair Hamiltonian:

Xf = fCF+J{so+-lexch+JB , (5)

Mn Fe+ +

'0

A =4000 K

- 25000 K

- 6A T2 -

free~ ~ ~~ ~U T, VC )Z-~ LS

free V~A ITifree ion + v , ' gPJ (T free + VCF + XLS • LC.2S'Y9
ion

Fig. 8

Schematic illustration of the low-lying energy level.s of non-interacting Mn* and
Fe".
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where

Xexch = -2JSI-S 2
J, = AS-L 1+AS 2.L2

= (LI+L 2+2SI+2S 2).AB,

and J{CF is the crystal-field term. J is the exchange constant, S and L are spin and
orbital momentum operators, respectively. The indices i and j refer to the ions of the
pair. The behavior of the levels as a function of J and external field is illustrated in
Fig. 9. Based on this results calculations of the thermodynamic properties of diluted
samples can now be performed within the ENNPA outlined before.

Experiments so far are restricted to ZnFeSe, CdFeSe and HgFeSe and in this
section we will shortly review the characteristics of the magnetic behavior. A
comprehensive review will be published shortly 24.

Probably the most direct confirmation of the conjectured energy level scheme
(see Fig. 9) is obtained from far infrared transmission experiments in zero field as
well as in applied field25 . Transitions from the ground level to excited levels were
indeed observed. The first excited level appears at about 20 K above the singlet
ground state. No direct shift or splitting due to exchange coupled pairs could be
detected, indicating the dominant influence of the crystal field splitting in this case.

Representative results for Cm, M and x are reproduced in Fig. 10-12.
Susceptibility experiments 28 yield a Curie-Weiss behavior at high temperatures with a
negative Curie-Weiss E, indicating an antiferromagnetic exchange coupling with a
strength (See Table I) considerably larger than the Mn-DMS. No temperature
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independent v. Vleck behavior has been observed in the low-temperature
susceptibility 23, because of inevitable (small) amounts of paramagnetic impurities
(x 10-4). Instead, a kink has been observed in some samples which tentatively has
been ascribed to a freezing transition. Only for ZnFeSe the data points allow an
analysis of TF(x) to obtain information on the radial dependence of the exchange, as
applied for Mn-DMS. In doing so one has to realize, however, that we are dealing
here with a singlet ground state which makes the interaction energy (Eq. 1) less
effective. Implementing the pair correlation function in the exchange energy (J(R)
< So . Sx> !_. kTF) it has been shown that the data indicate a radial dependence of J
for ZnFeSe similar to the one observed in the Mn analogue (J(R) t JoR'7).

The exponential low temperature onset of Cm observed for diluted samples,
followed by a maximum at about 10 K as shown in Fig. 12, resembles a Shottky-type
anomaly brought about by the gap between ground state and excited states. The
decrease of Cm/x with x indicates the relevance of the Fe2 -Fe 2' interaction, since for
isolated ions Cm would scale with x. The magnetic field dependence (not shown) in
fields up till a few Tesla is small and hardly exceeds the experimental accuracy, in
marked contrast with Mn-DMS and again demonstrating the dominant influence of
the ground state splitting.

If the exponential onset of Cm is due to zero field splitting of the Fe 2* levels
then Cm can be expressed as28

CSchottky(T) = xR(gl/g 0)(AE/kT) 2exp(-AE/kT), (6)

with gl/go=3, denoting the degeneracy of the levels, which schematically represents
the lowest levels of the Fe2  ion (singlet ground state and a threefold degenerate state
at AE). Within the framework of this simplified model a plot of ln(CmT 2) versus T-1

I6

. Zn0.9 5 Feo.0 5
S e

Znl xFexSe -,-"

E" . '4 T 2K

r NN -22 K x :0.022 .9 3 /I •
7,= " . . LR :JNNR ' " // • ." T :30 K

-6"  
o / /

/ o .x02 0 2 0T3O

2/

W ' 0 0 0 / 0

CP 20.072 1 A

A 
° 

- -I- JN N 
=  

- 2 2 K _
" ~ ' LR =JNN P '

100 200 5 10 is 20

temperature I K)| magnetic field (T)
Fig. 0 Fig. ! 1

Inverse high-temperature susceptibility of Magnetization of Zno.o95Feo.osSe at T = 2 K

Zno.g?#Feo.o22Se and Zno.928Feo.oT2Se. The and 30 K; the dashed line represents
dashed line represents the ENNPA calculations within the ENNPA
(J = -2 R-6'8 K); see Ref. 23. (J = -22 R-6-8 K); see Ref 23.
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would result in a straight line with a slope determined by AE. Extrapolation to
T = o0 will yield the value for gl/go. The data for the various compounds 27 ,
illustrated in Fig. 13 for the case of ZnFeSe, indeed show a linear part below Cma -
For low Fe-concentrations, where Eq. (6) whould apply these plots yield, AE in the
range 20-25 K, in accordance with data from spectroscopic experiments 25 , and gi/go in
the range 2-4. Quite surprisingly, these data also show the contribution of exchange
coupled NN pairs at low temperatures. As can be seen from Fig. 9 the exchange
coupling reduces the gap AE, resulting in a reduced slope for Cm, as is indeed
observed. Detailed low temperature Cm measurements might therefore provide an
additional method to obtain values for the nearest neighbor interactions in these
systems.

As we quoted before, for Mn-DMS the high field magnetization data can provide
a direct determination of JNN through the stepwise increase of the contribution of
exchange coupled AF pairs to the magnetization' ° . At zero field the coupled spins are
AF aligned with total spin ST = 0 and do not contribute to the magnetization.
Increasing the field will create new ground states by level crossing with states with
increasing ST (and magnetization) until, at fields comparable with the exchange
energy, the parallel configuration is reached. The process is illustrated in Fig. 14.

Obviously the situation is completely different for Fe 2*. However, despite the
complexity of the energy level scheme, it has been shown recently 29 that also in the
Fe 2 ' case magnetization steps should be detectable, and could be used to determine
J (N, provided that JNN exceeds a certain critical interaction strength Jcrit- The
calculations were based on the Hamiltonian (5) and performed for different directions
of the external field. The resulting variation of the levels as well as the pair
magnetization is shown in Fig. 14. The actual physical process is rather complex and
Jcrit results from a delicate interplay between crystal field, exchange and magnetic
field. For J < Jcrit a relatively large degree of mixing repulses the ("v Vleckt!)
ground state in such an amount that excited states cannot intersect. In Fig. 15 the
calculations are compared with the experimental data for fields up to 15 T showing
that the steps, if they can be observed, are outside the measured regime.

Summarizing the experimental results so far one can conclude that the overall
magnetic behavior of the investigated Fe-DMS is similar and can be fairly well
understood from the crystal field model of Fe 2 ' introduced in this section,
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(A) Energy-level diagram of a Mn2 -pair, showing the existence of steps in the magnetization at
low temperatures; from Ref 10.

(B.) Low-lying energy levels and magnetization, at T = 0 (see insets), of the Fe2 * pair for B
along the cryjstallographic [111J axis; (a) J = -10 K, (b) J =-22 K, the arrow indicates
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Fig. 15

Mag-etization of Zn0 g5Fe0 05Se for B along the crystallographic
[111] axis, using ENNPA with J = -22 R-6' K (T = 0,
- ; T = 1.5 K, --- and the cluster approximation with
J -22 K (T = 0, -.- .,the squares represent data from
Ref. 23.
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supplemented with AF NN exchange. The few available data for this exchange
parameter seem somewhat higher than in the corresponding Mn-DMS, which is,
however, not inconsistent with a somewhat larger hybridization (Vdp in Eq. 1).
Influence of location of the Fe2 " energy levels with respect to the band structure could
not be found so far in the magnetic data. In the schematic representation of the Fe
levels the 6d electrons occupy the e. and t, orbitals deeply in the valence band (like
Mn) while the 6 th electron occupies the e- orbital. This orbital is reported 2' to vary
considerably in location with respect to bandgap going from HgFeSe to CdFeSe. The
reported similar behavior of these compounds seems to indicate that the hybridization
of this orbital is rather weak and does not contribute to the magnetic coupling.

IV-VI DMS

In this section we will report on carrier induced magnetic interactions as
observed in (PbSn)MnTe (PSMT) in various compositions, including SnMnTe. These
alloys belong to the larger family of IV-VI DMS of which Pb alloys 30 as well as Sn
alloys 3' have been extensively studied in the past. From these studies it appears that
the IV-VI family can roughly be divided into two groups. One group, mainly Pb
alloys, with, as grown, carrier concentrations around 1018 cm -3, resembles magnetically
the II-IV DMS, although the AF interactions are weaker. Another group includes the
Sn and Ge alloys, with, as grown, carrier concentrations around 1020 cm -3, which are
known as ferromagnets. The first observation of Story et al.6 , that in (PbSn)MnTe an
increasing carrier concentration transforms the system from essentially paramagnetic
to ferromagnetic, has shed new light on this historical distinction. Viewed in a wider
perspective, this was the first observation of the fact that the carrier concentration
can be a relevant parameter in the magnetic phase diagram. It should be noted that
the possibility to vary the carrier concentration reversibly over a relatively wide range
(1019-1021 cm- 3), by introducing a slightly non stochiometric composition by thermal
annealing in a Te-rich or Sn-rich atmosphere, is a basic condition for this type of
research.
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Inverse ac susceptibility (Xac "') for Curie-Weiss temperature E (nO • 0.03/ used
Pbo.25Sno.r 2MO. 3Te and several carrier for small variations in Mn-concentration) as a
concentrations (p); the Curie- Weiss temperature function of the carrier concentration p, for
(0) as a function of the Mn concentration (z), Pb0 .25Sn0 .7 2Mn0 .03 Te (full circles) and
in the ferromagnetic regime, is inserted; see Sna.qMn3o.aTe (open circles); the lines are
Ref. 7. guides to the eye only; see Ref 7,32.33.
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In order to illustraie some of the major results we will use data obtained from
PSMT 6 ,32 as well as recent results for SnMnTe (SMT) 33 to actualize this compilation.
Fig. 16 illustrates the behavior of PSMT as function of the carrier-concentration p, as
probed by the high temperature susceptibility X. The influence of p can be clearly
observed and the Curie Weiss E, which measures the interaction strength, shows a
dramatic increase at Pcrit, as is shown in Fig. 17, which also contains data for SMT.
The actual phase transition observed in Xaco magnetization and Cm is shown in
Fig. 18 for SnMnTe with carrier-concentrations in the range of (7-10) x 1020 cm "3,

the range to which earlier investigations were restricted. In this range indeed a
transition to a ferromagnetic like ordered state is observed. When the carrier
concentration is reduced, the transition shifts (proportional to 0 in Fig. 17) to
considerable lower temperatures, as shown in Fig. 19.

Only the RKKY interaction between the (diluted) Mn ions, mediated by the
free carriers (see Fig. 1), seems of sufficient strength and range to establish a long
range ferromagnetic ordering in these systems. The RKKY exchange between ions on
two lattice points at a distance Rj through carriers in a band denoted by i can be
written as 7,3 4:

*2

mi 2 1 me rall
Ji(Rj) = Im'- Jsp-d,il I,I F(zij) , (7)

w e J 128 r3 2 P J
with
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F(zij) = [sin(zij) - zi~j cos(zij)]

and with zi j = 2ki FRj, where ki.F is the Fermi wave number for the i-th band, m*
is the effective mass, Jsp-d,i is the exchange constant between the Mn-ion and band i,
and a, is the lattice parameter. The resulting Curie Weiss 9 is given by

O_2S(S+I)x E Ji(Rj) (8)
3kB j~1

• . RKKY

The characteristic behavior of J (Rj) is shown in Fig. 20. The resulting 0
from such an interaction, containing contributions from carriers in one band only,
will, however, never result in a steplike increase at Pcrit

Triggered by observations from Hall effect studies3 5 and the pressure
dependence36 of Tc, indicating the importance of contributions of carriers from other
bands, Swagten et al. 7 presented a first interpretation of the threshold dependence of
T, at Pcrit, based on a realistic two band model for these compounds. The two bands
denoted by VB1 and VB2 are located at the L point and along the E direction. The
top of VB1 is higher than the top of VB2 and ln*,, the effective bole mass of VB1 is
much smaller than m*2 of VB2 (see Fig. 21). The total d-d exchange is now assumed
to be the sum of the contributions from the carriers in each band, each with their
own effective mass. For low carrier concentrations p < Pcrit, EF is located in the top
of VB1, at Pcrit the Fermi-level enters also the top of VB2. The increase of J(R),
and thus 0, at Pcrit is due to the large effective mass of VB2 (m* 2/m*1 _ 20!) as
follows from equation 7. Calculations b23ed on this simple model 7, and using
estimated values for the parameters (notably m* 1 = 0.05 me, m* 2 = 1.00 me,
AVB = 0.6 eV, Jsp-d 1 = Js -d 2 = 0.3 eV and an exponential decay of JIKKY to
accou'- fc- the fimte mean ree path), yielded a fair agreement with the experimental
data -,s sb .wn in Fig. 22. Recent more detailed calculations of Story et al. 37 based on
actual bdnd structure calculations confirmed this result for PSMT.

Although it is gratifying to conclude that a rather crude and simple two band
RKKY model is capable of explaining one of the most intriguing features of this
quarternary alloy, i.e. the carrier induced ferromagnetism, the quantitative agreement,

RKKY- interaction

\VB1 * VB2
2

PbozsSn0.72 Mn 3 Te p 7.100 cm-3

1 2 3
R4Ia.

Fig. 20

Schematic behavior of the RKKY-interactiaon for p 7 - 1020 cm "3 
and

a, = 6.47 A.
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Fig. 21

Schematic illustration of the band structure of Pb1 .1SnxTe used
in the model calculations as described in the text; see Ref. 7.

specifically in the ferromagnetic regime, may be somewhat fortuitous. The absolute
magnitude of E in that region depends directly on the value for the sp-d exchange
constants J, and J 2, for which no experimental data are available. A further
verification of the validity of the model is also found in an extension of the
composition range (Pb-Sn), which yields a slight shift in Pcrit brought about by the
variation in AEVB. PbMnTe and SnMnTe can be considered as the limiting cases in
the composition range of PbSnMnTe. On the basis of our model the contrasting
magnetic behavior of these compounds might be understood from the difference in hole
concentration. Since SnMnTe has an band structure comparable with PSMT it was
conjectured that, if the model holds, a reduction of p would yield a transformation of
this ferromagnet to a paramagnet. Such a transition was indeed observed recently3 3 as
shown in Fig. 17. The same mechanism might also be responsible for the substantial
decrease of the (ferromagnetic) E in (Gei1 X-yPby)0.9MnG. 1Te with increasing Pb
content, particularly since it was reported to be accompanied by a simultaneous
decrease of the carrier concentration 38 .

The RKKY d-d exchange interaction is in general a radially oscillating function,
decaying with R-3 and changing sign with a periodicity of 7r/2kF, as can be seen from
equation (7). In Fig. 20, J(R) is shown for one specific carrier-concentration p (and
thus for one kF since p1/ 3  kF). Increasing p would yield faster oscillations as a
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function of R and a shift of the first node to smaller Ri. This oscillatory behavior of
J(R) gives rise to the existence of two magnetic regimes (not to be confused with
carrier induced ferromagnetism discussed above) depending on the ratio between the
average distance R between the magnetic ions (.x -1/3 ) and the distance Rj at which
the first node in J(R) occurs (Np-l/ 3). Calculation shows that for the present
structures, this ratio equals 1 for x/p , 10-23. For larger x/p the short-range
ferromagnetic interactions outweight the oscillatory behavior. For smaller x/p
competition might be expected, giving rise to a spin-glass behavior. We note in
passing that the latter situation is encountered in the canonical metallic spin-glasses
like Cu(Mn), because of the extremely high carrier concentration p. In the present
IV-VI semimetals the transition .from one regime to another might very well be found
in the dilution range studied.

Experimental evidence on the existence of different magnetic regimes as
discussed above is scarce. Escorne et al.39 claimed to have observed a transition to a
spin-glass state in SMT with p = 5 - 1020 cm - 3, when reducing the magnetic
concentration x. Recently, the complementary situation has been observed, illustrated
in Fig. 23 by the behavior of the magnetization. Increase of the carrier concentration
in SnMn 2.2Te yields, after an initial increase of the ferromagnetic transition
temperature Tc, according to the behavior in Fig. 17, a sharp decrease at high carrier
concentration, accompanied by a breakdown of the porportionality between e and To,
indicating a change of ordering mechanism. Further research is however necessary
before pertinent conclusions can be drawn.

Concluding we would like to remark that one of the essential results of the
present study, i.e. the explicit demonstration of the relevance of separate contributions
from carriers in different regions of the Brillouin zone, might also be relevant for
alternative interaction mechanisms which have been proposed for other classes of
diluted magnetic semiconductors.
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Intermetallic Compounds and Crystal Field Interactions
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INTRODUCTION

Intermetallic compounds form when two or more metallic elements or metalloids
occupy distinct sites in a specific structure. For example, AB 3 is a disordered alloy (solid
solution) when A and B occupy the sites of an fcc lattice more or less at random, but it
becomes an intermetallic compound with the ordered AuCu3 structure when the A atoms are
all located on one of the four sc sublattices, so that each A is surrounded by 12 B
nearest-neighbours.

Binary intermetallics involve two metals, and there are more than 2000 possible
combinations in the periodic table. But not every binary phase diagram includes intermetallic
compounds however; some pairs of elements like La and Fe are so incompatible as to be quite
immiscible in any proportion, whereas others, like Ag and Au or Ni and Pd are so similar that
they dissolve mutually in any proportion to give a complete range of fcc solid solution.
Intermetallics form best when the constituent atoms have rather different sizes and
electronegativity. An example of a binary phase diagram is shown in Fig.1. There are four
compounds of Y and Fe: Y2Fel 7 , Y6Fe2 3, YFe3 and YFe2. Intermetallics are typically 'line
compounds' which have a well-defined stoichiometry and exhibit little or no variability in
composition.

With three elements, the number of possible combinations exceeds 45000, but this
vastly exaggerates the number of possible ternary intermetallics. The three constituents have
all to be sufficiently different in size and electronegativity to seek distinct sites, each having a
characteristic chemical environment. Otherwise we end up with a pseudobinary An(Bm-xCx),
where B and C occupy a site, or set of sites more or less at random. Conversely, one way of
generating ternaries from complex binary structures is to arrange for preferential occupancy of
different sites by different atoms, AnBmCp. Another way is to introduce small foreign atoms
on interstitial sites in a binary structure.

The more elements there are involved, the more difficult it becomes to find structure
types with distinct sites for the different elements. Quartemaries are relatively rare, partly from
lack of research and partly because it is not easy to choose four metals sufficiently different
from one another to avoid the formation of a pseudoternary.

Here our concern is with intermetallic compounds of interest in applied magnetism.
For applications, one is generally interested in materials that are magnetically-ordered at room
temperature, hence the focus is on alloys of iron or cobalt. Iron, cobalt and nickel are the three
ferromagnetic elements having Curie points well above room temperature. However, the
magnetism of 3d elements is quite sensitive to alloying with other elements, which generally
tend to destroy the 3d moment. The nickel moment, being the smallest of the three, is most
easily destroyed. This is also true of 4f elements, which behave as early transition elements in
their alloys, although they bear a magnetic moment in the 4f shell. The 4f shell is also the main
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source of magnetocrystalline anisotropy in many intermetallics, via the crystal field
interactions which are discussed in a later section. A strong anisotropy field is indispensable
for permanent magnets. We now look at some intermetallic compounds of interest in
magnetsism, focusing on compounds of 4f and 3d elememts.

INTERMETALLIC COMPOUNDS

A Binaries

RCo5: The hexagonal CaCu5 structure is one of the simplest, and a number of other
intermetallic structures can be derived from it. It does not form with iron, so the compounds
of interest here are RCo5, and SmCo5 in particular. The rare earth is in a special position (Ia)
with hexagonal point symmetry 6/mmm, and a large uniaxial electric field gradient (A2

0 =
-200 K.a o - l 11). There are two types of cobalt sites; 2c in the layers containing the rare earth,
and 3g in the alternate layers (Fig. 2). A large series of related ternary structures may be
generated by replacing the Co in some of the rare earth layers by another element such as
boron, as shown in Fig. 3. For example, in RCo4 B, the 2c atoms in alternate R layers are
replaced by boron.

ThMnj 2. The ThMn 1 2 structure is tetragonal, with space group 14/mmm and Z = 2
(Fig 4). There is a single rare earth site (2a) in a highly symmetrical special position having
point symmetry 4/mmm, but a relatively weak uniaxial electric field gradient. There are three
transition metal sites (8f, 8i and 8j). The ThMn 1 2 structure is related to that of CaCu' by
replacing some of the rare earths by a closely-spaced pair (dumbell) of transition metal atoms,
according to the relation RT1 2 = 2RT5 -R + 2T. Half of the transition metal atoms on 2c sites
of the CaCu5 cell become equivalent to the substituting dumbell atoms to form the 8i sites, one
third of the 3g and the other half of the 2c sites form the 8j site and the remaining 3g atoms
form the 8f site. Futhermore the c-axis of the CaCu5 structure becomes the a-axis of the
ThMn 1 2 structure [2]. The relation between the unit cells is shown in Fig 5a. The ThMn1 2
structure is not found for binaries of the rare earths with Fe or Co, but it can be stabilized by
small additions of third elements (see below). ThMn1 2 itself is antiferromagnetic, with a Nel
point far below room temperature (120 K).

Th2Znj 7 and Th2Ni17 . The R2T1 7 compounds exist in two, closely related structure
types, which differ in the stacking sequnce of the elementary atomic planes. Again, some of
the la atoms in the CaCu 5 structure are replaced by transition metal dumbells, this time
according to the relation R2 T17 = 3RT 5 -R + 2T, as illustrated in Fig. 5b. The Th 2Zn 1 7
structure is rhombohedral with Z = 1, although it is normally indexed on an hexagonal cell
with Z = 3. There is a single rare-earth site 6c, with point symmetry 3m, and four transition
metal sites, 18f, 18h, 9d and 6c, the latter being the dumbell site. The Th2 Ni1 7 structure has a
similar hexagonal structure with Z = 2. Now there are two inequivalent rare earth sites 2b and
2d, both with point symmetry 6m2, and four transition metal sites 12j, 12k, 6g and 4f. The
ThZn 17 structure is favoured by the larger rare earths at the beginning of the lanthanide
senes, whereas the Th2 Ni1 7 structure is favoured by the smaller rare earths, towards the end
of the series. The iron compounds have remarkably low Curie temperatures (Fig 6), but the
Curie points of the cobalt compounds are close to 1200 K; Sm 2Co 17 and its derivatives have
long been used to make high-quality permanent magnets.
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B Ternaries[3]

Nd2Fe14B. This is a true ternary structure, not simply related to any existing binary; it
is illustrated in Fig 7a. Z = 4, so there are 68 atoms in the unit cell. The main symmetry
elements in the space group P4 2/mmm are the 42 screw axes along the vertical cell edge, and
two perpendicular mirror planes 110 and 110 that are parallel to c. The two rare-earth sites 4f
and 4g each have mm point symmetry, and Fig.7b illustrates how they are disposed in the
planes at z = 0 and z = 1/2, which they share with the boron (4f) and one of the iron sites (4c).
Boron is coordinated by six irons that form a trigonal prism, a structural element typical of
transition-metal borides. Four of the remaining iron sites are sandwiched between these
rare-earth/boron planes. Iron atoms on 4e, 8jI, 16k1 and 16k 2 sites form two kagom6
networks of distorted hexagons and triangles, while the last iron site, 8j 2 is sandwiched
between them in an hexagonal antiprism. The rare-earth sites are each surrounded by distorted
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hexagonal prisms of iron , like the Sm in SmUo 5 (CaCu 5 structure). All rare earths from La to
Lu, plus Y (but not Eu or Sc) will form the Nd 2Fe14 B phase with iron. Cobalt can replace
iron completely for the lighter rare earths, up to Tb, and partial substitution is possible
for heavier ones [4]. R2Fe14 B is actually the only rare-earth iron compound which exists
across the rare earth series from La to Lu.The magnetic properties of the series are
summarized in Fi . 8. A2 0 is positive at both rare earth sites in the structure, with an average
value of 300Kao

R(FelTi). Another family of potentially-useful magnetic materials is derived from the
ThMn1 2 structure of Fig. 4 [5]. The RFe12 end-member does not exist for any rare earth, but
the structure forms quite readily for R(Fel2.xM,) when M = Ti, V, Cr, Mn, Mo, W, Al or Si
and x is in the range 1 < x < 4. Ti ,V and Mo atoms have a strong preference for the 8i sites in
alloys with I < x < 2, and the distribution of Fe and M atoms over these sites appears to be
random. It is the M site preference that formally allows us to classsify these alloys as ternaries
rather than pseudo-binaries, but the distinction is a fine one. The magnetic properties of the
series are summarized in Fig 8.

R2 Fe1 7N 3 .& This newly-discovered series of intermetallics illustrates a different
structural principle for deriving a ternary from a binary: introduction of interstitial atoms.
Nitrogen can be introduced from the gas phase into the lattice of R2 Fe1 7 intermetallics, to
produce interstitial compounds with structures related to those of the parent compounds 16].
For example, the interstitial site in the Th2Zn1 7 structure is the 9e site in the rare earth planes.
(Fig 9). Not all these sites are filled, and 8 is typically 0.4. A similar series of ternary carbides
also exists, with many more vacant interstitial sites ( 8 is about 2). Both carbon and nitrogen
interstitials dilate the unit cell and increase the Curie temperature, but the effect for the nitrides
is quite spectacular. The increase in cell volume is 6 -7 % (9 % for Ce) (Fig. 10), and the
magnetic ordering temperatures are some 400 'C higher than for the 2:17 parent compounds
(Fig 6). The Fe-Fe exchange interactions are increased by a factor 2.6 in the nitrides, whereas
the R-Fe exchange is only slightly weakened [7]. At room temperature all compounds exhibit
easy-plane anisotropy, except for Sm, which has strong c-axis anisotropy equivalent to an
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anisotropy field of 14 Tesla [81. These materials have excellent potential for a new generation
of bonded permanent magnets. The magnetic properties of the series are summarized on Fig.
8. The average value of A20 is about -150 Kao-2.

MAGNETIC MOMENTS and EXCHANGE INTERACTIONS

The simplest way of taking into account the effect of alloying on the magnetic moment
involves counting the number of electrons present. The magnetic valence model of Williams et
al [9] is based on the idea of strong ferromagnetism. A strong ferromagnet is one where the
d-band is spin-polarized to the greatest possible extent, so that there are only minority spin
electrons at the Fermi level. The chemical valence of an atom is NT + N1, where NT and N4'
are the numbers of v lencf electrgns with spin Vp and spin down. The magnetic moment in
units Of B is m = NT - N4- = 2 N'' - Z. But N3d is precisely 5 for strong ferromagnets (i.e.
the 3d band is spin polarized to the maximum possible extent) so that the magnetic valence
defined by Zm = 2 N3 d - Z is always an integer The mofnent m is therefore Zm + 2NsLP
where Nsp is the number of electrons in the spt conduction band, which is practicay
unpolarized.

In an alloy, the average magnetic moment per atom <m> is deduced by replacing Zm
by its average value < Zm > over all atoms present.. N3dV is 5 for atoms to the right of iron in
the 3d series, but it is zero for the early transition elements including the whole rare earth
series, because replacement of an atom of Fe, Co or Ni by one of these elements removes five
3d states from below the Fermi level EF and introduces five states above EF. Z is 3 for B, Y,
and the rare earths, 4 for C, Si, Ti .... 8 for Fe, 9 for Co and 10 for Ni. NspI is a small
number in the range 0.3 - 0.6.

The model predicts that when a transition element T is alloyed with an other element M
to form an alloy TMl-,, the average moment falls steadily with decreasing x, reaching zero at
a critical concentration for the appearance of magnetism xc which depends on the valence of
M; if it is trivalent (e.g. a rare earth), the model predicts xc = 0.5 for Fe, 0.6 for Co and 0.8
for Ni. These values are borne out by studies of many amorphous alloy series, where the
composition x may be varied continuously (Fig. 11). Results for a number of inermetallics
are assembled in Fig 12 [3]. Weak ferromagnets, such as Fe, for which N3d1 is < 5 are
distinguished by their position below the line. The low nickel moment and the high critical
concentration xc make Ni alloys less attractive for magnetic applications than either Co or Fe
alloys, even though the Ni compounds may be strong ferromagnets and the Fe compounds are
often weak ferromagnets. A weak ferromagnet is one where 3d electrons of both spins are
present at the Fermi level. Dilution usually pushes the iron compounds towards strong
ferromagnetism. The Co compounds are always strong.

Intermetallic compounds of 3d and 4f elements are of great interest in magnetism
because of the magnetocrystalline anisotropy provided by the crystal field interaction of the
rare earth partner. These intermetallics exhibit a rich variety of spin structures and magnetic
transitions including spin reorientations and compensation points (temperatures where the
magnetizations of the rare earth and transition metal sublattices exactly cancell). These
phenomena can be understood, and to a large extent predicted, by modelling the exchange and
crystal-field interactions. The chemical similarity of the rare earths means that long
isostructural series are available, sometimes covering the whole series from La to Lu. These
properties could be exploited to realize a numbet of interesting nanocrystalline structures, such
as multilayers of YCo5 and YNi 5 , where magnetic and nonmagnetic layers of the same
structure alternate, or multilayers where the anisotropy direction changes by 900 from layer to
layer.

We now consider briefly the exchange coupling. There are a great number of exchange
interactions between atoms on each site and the neighbouring atomic shells, which are usually
represented by the Heisenberg Hamiltonian Hi1 = -2JijSi.S. The exchange integral Jij couples
the spins of two nearby atoms It is positive for a ferromagnetic interaction and negative for an
antiferromagnetic interaction, and its magnitude falls rapidly with increasing distance between
the atoms.

The principal magnetic interaction in an R-T intermetallic is due to direct overlap of the
3d shells of atoms on neighbouring sites. These interactions are very sensitive to structure and
cell volume, particularly for Fe. The ferromagnetic interactions are strongest for Co, and
significantly weaker for Fe and Ni. Usually they are all lumped together in terms of an
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effective exchange interaction JTT (often quoted as J/k, in units of K) or molecular field
coefficient nTr (usually expressed in units of i o ) so that the contribution to the effective field
Bex at the T sublattices due to the T sublattices themselves is nTrMT. These parameters may be
deduced directly from the Curie temperatures of intermetallic compounds with nonmagnetic
rare earths (e.g. Y) using the molecular field expressions Tc = N nTT4 S*(S*+I)IaB'2/3k =
2ZTJ-I.S*(S*+1)/3k, where NT is the number of T atoms /m3 and ZT is the effective number
of nearest neighbours. S* is an effective spin quantum number deduced from the
zero-temperature magnetic moment m(0) = ggBS'.

The other magnetic interactions that are important in R-T intermetallics are those
between R and T atoms and R - R interactions. In terms of the molecular field theory, the
effective average felds acting on R and T sublattices are

BexT = nTT MT + nRTYMR

and BexR = nRTYMT + nRRy2MR

where nT- nRT and nRR are the molecular field coefficients which have the same units as go
and are generally expressed as a multiple of go, y = 2(g- 1)/g (i.e. y projects out the spin part
of the rare earth moment). The R-R interactions are usually neglected in T-rich intermetallics,
so the problem is then to determine nRT. Several methods are available: one is to use the
Curie temperature to deduce nRT from a two-sublattice molecular field model. Then

Tc--(1/2) [TT +(TT2.4TRTr2) 1/2]

where TT=NTnTTr4S*(S*+ 1)9 2/3k

and TRT-(NTNR)1/2nRTM {2g[S*(S*+I)J(J+l)1 1/2 t.tB2/3k)

Another method is to fit the temperature-variation of the rare-earth sublattice magnetization
measured by a local probe such as Mbssbauer spectroscopy; yet another method is to measure
the energy splitting between magnetic sublevels of the same or different J multiplets by a
technique such as inelastic neutron scattering [ 10]. In any case, it is found that nRT is not a
constant across the rare earth series [11], but it seems to decrease monotonically by a factor
of 2 approximately from the beginning to the end (Fig. 13). This is because the R-T
interaction proceeds indirectly via the rare-earth 5d electrons. The 4f-5d interaction is
ferromagnetic, but the 5d-3d coupling is antiferromagnetic for 3d transition elements in the
second half of the series.

Hence the transition metal spin is coupled antiparallel to the rare earth spin. Because of
Hund's rules, this means that the magnetizations of the transition metal and rare earth are
coupled parallel for the light rare earths(J = L - S), and antiparallel for the heavy rare earths
(J = L + S), as shown below. This rule has been confirmed by studies of countless R-T
intermetallics.

a) light MR MT b) heavy MR MT

Intermetallic compounds of the light rare earths are of interest when the largest
magnetic moment is required at the lowest cost, for example in permanent magnets (the light
rare earths are one or two orders of magnitude more abundant than the heavy rare earths). The
compounds of the heavy rare earths are useful when a small net moment is required, for
example in perpendicular magnetic recording.

Some further remarks: There is a tendency for the Co-rich compounds to have higher
Curie temperatures than either iron or nickel counterparts. The Co - Co exchange tends to be
rather independent of structure or Co moment, in the range 130 < J < 150 K or nTT - 1100

ot. By contrast, the Fe - Fe exchange is unpredictable. In those structures where it is
exceptionally low (e.g. 2:17), it may be enhanced by substitutions that dilate the lattice. The
3d magnetocrystalline anisotropy (K1 ) is usually of opposite sign in isostructural iron and
cobalt compounds. In a uniaxial structure where the iron is easy axis, the cobalt is normally
easy plane and vice versa.
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CRYSTAL FIELD INTERACTIONS

Crystal-field interactions arise when the orbitals of the electrons with unpaired spin on
an atom are subject to a non-spherical potential due to the electronic charges of neighbouring
atoms, or even of different electronic shells of the same atom. The energy-levels, and hence
the populations of the orbitals are modified by the 'crystal-field' associated with the
non-spherical potential, and as a result of spin-orbit coupling, some 'easy' directions of
magnetization of the atom are lowered in energy. Adding together the contributions of all the
atoms in the solid produces the macroscopic 'magnetocrystalline anisotropy'.

In the case of the rare-earths, the electrons with unpaired spin are localized in the 4f
shell. The potential which they experience is due, in principle, to all other charges in the solid.
In insulators it is traditional to calculate this potential by point-charge sums (sometimes
allowing for the polarizability of the orbitals involved). In metals however this approach is
inappropriate, because of the rapid screening of any charge by conduction electrons. In fact,
most of the crystal-field potential experienced by 4f electrons is due to the 6s, 6p and 5d
electrons of the same atom [121. Regardless of its origin, the crystal field potential can be
expressed in terms of an expansion which reflects the point symmetry of the rare earth site.
The parameters in the expansion are determined empirically, and the effect of placing different
rare earths in the potential can be calculated. This empirical approach to rare earth crystal field
interactions allows us to relate the properties of the members of an isostructural series of rare
earth intermetallics.

The leading terms in the expansion represent the interaction of the quadrupole moment
of the 4f orbitals with the electric field gradient, the second derivatives of the potential. Charge
distributions for the trivalent rare earth atoms are illustrated in Fig. 14. Except for Gd 3 , which
is a half-filled shell (4f 7 ) and therefore spherical, these distributions are either oblate
(Pm3 +,Sm 3+, Er 3 , Tm 3+,Yb 3+) or prolate (all the rest). Eu 3+ is omitted because it has J = 0.
In an electric field gradient of a given sign, atoms of the two groups will be aligned with their
moments either parallel or perpendicular to the field gradient axis; this axis coincides with a
3-fold or higher axis of local point symmetry of the atomic site, if one is present, otherwise
the electric field gradient (a second order tensor) will have three unequal principal
components, the biggest of which defines the local easy or hard axis.

We now develop these ideas more formally: The Hamiltonion for a single rare earth
ion having a localized moment and a well-defined magnetic quantum number J is

HR = Hc + Ho + Hex + Hcf +Hmag

Here Hc includes the intra-atomic Coulomb interactions that result in states with well-defined
L and S. Hs is the spin-orbit interaction, XL.S, that couples L and S together to form J
-Hex = 2MBS.Bex is the exchange interaction. Since it is normally larger in magnitude than
the crystal field term Hcf, the Mj states can be taken as the basis set for considering the
electrostatic crystal field interaction. The final term, Hmag = ltB(L+2S).Bo, represents
coupling of the rare earth moment with an internal or external magnetic field.

The crystal field term Hcf is the interaction of the charge distribution in the 4f shell
with the potential created by the rest of the crystal. That potential V(r,0,0) can be expressed
as a sum of normalized tesseral harmonics Znm(0,0)

6 n
eV(r0t) = I I Anm[ rn Znm(,4)) /Cnm ]

n=O m=O

where Cnm is a nurmrical constant and all the information about the crystal is contained in the
crystalfield coefficients Anm. The index m runs over integers 0 < m <n, and covers terms in
sin 4) and cos 4 when m * 0 (an extra index s or c is sometimes included). The index n can take
the values 2, 4 and 6 for the rare earth series. A convenient way of evaluating the matrix
elements of the potential for the wavefunctions corresponding to a particular value of J is the
method of operator equivalents introduced by Stevens, and described in some detail by
Hutchings [ 131. The tesseral Harmonics in the expansion of the potential are expressed in
Cartesian coordinates, and then replaced by operators involving J,, Jy, J, and j2. For
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Ce Pr Nd Gd

Tb Dy Ho Er Tm Yb Lu

Fig. 14 Normalized angular distributions of 4f charge density for the trivalent rare earth

series with Jz = J. From Thole, quoted in ref. 12.
Rare earths in italics have oa>0, while those in bold type have arO.-

example, r2Z2o/C20 which can be written as 3z 2-r 2, is replaced by < r2 >Oaj0 2
0= 3Jz2 -

J(J+1). The crystal field Hamiltonian is then written in the form

6 n
Hcf = Z Y Bnr Onm

n=O m--O

The number of terms in the expansion is limited by the point symmetry of the rare-earth site.
The parameters Brm combine information on the potential created by the distribution of charge
in the solid and the form of the charge distribution of the 4f shell. Specifically

Bnm = 0n<rn> (1 - On) Anm

where On is a reduced matrix element known as the Stevens coefficient for the rare-earth ion in
question (denoted as ctj, Pj, yj for n=2, 4, 6 respectively), <rn> is the average over the 4f
wavefunctions, un is a shielding factor. The coefficients Anm describe the crystal field
produced by 11? urrolndings of the rare evrth ion, and should change little in an isostructural
series of compounds with different rare earths.

One way of evaluating Anm, which is of very limited use in a metal because of the
presence of conduction electrons, is from the point charge model. Charges qi are associated
with the atomic sites (RiOi(Di), and

Anm= -J41te/(2n+ 1)Cnm } YXiqiZfm(tot)/Ri n+ I

For example, A2
0 = -(lel/4}) lqi(3cos2e i - 1)/Ri3

The point charge model can be improved by allowing for the screening effect of the conduction
electrons, for example in the Thomas-Fermi approximation. It is mainly used in metals as a
way of estimating the ratios of terms of the same order n, when it is impossible to deduce them
unambiguously from experiment.

The leading term B2
0 0 2

0 in the expansion of the crystal field interaction in runiaxial
materials is particularly important, because it is the sign of this term, the product of the signs
of c(j and A2

0 , that determines whether the rare earth has hard- or easy-axis anisotropy.
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Fig. 15 Normalized charge density at the Wigner Seitz cell boundary versus Miedema's

electronegativity parameter [12].

Easy-axis anisotropy is required for permanent magnets. The sign of A2
0 is decided by the

crystal structure, but that of ctj depends on whether the shape of the 4f charge distribution is
prolate or oblate. Values of ctj fj and yj for the rare-earth series are listed in Table 1. Note
that the sign of 0xj for Sm is opposite to that for Pr or Nd. A crystal with positive A2

0 will
exhibit an easy axis 4f contribution to the anisotropy when R = Pr or Nd, but easy-plane
anisotropy when R = Sm.

Recent progress has been made in obtaining crystal field coefficients from full band
structure calculations of metals, taking account of the screening effect of distant charges.
Coehoom 1121 has also proposed a simple way of estimating the sign and magnitude of A20 in
a qualitative manner. The idea is to consider the Wigner Seitz cell around the rare-earth atom,
and to look at the charge density given by the Miedema parameter nws .The requirement of
continuity across the cell boundary imposes some shape on the rare earth valence electron
charge density, which is mainly responsible for A20. The result is simply that A20 is positive if
neighbours with the highest nws lie on the z-axis through the rare earth atom, and A2 0 is
negative if neighbours with the highest n,, are in the xy plane around the atom. The parameter
nws shows no simple correlation with electronegativity, except in very limited sequences of
atoms (Fig 15)
Another way of regarding the terms of different order in the crystal field Hamiltonian is as the
interaction between the multipole moments of the 4f distribution and the appropriate component
of the potential created by the rest of the solid. Terms with n = 2, 4, 6 correspond to the
quadrupole, hexadecapole and the 64-pole interactions.

The relative strengths at T = 0 of the terms in the crystal field with m = 0 and n = 2, 4
and 6 for different rare-earths in a particular crystal structure are represented by the products
0n<rn>< Ohm (J)>. These quantities are also displayed in Tablel. The sign of the fourth order
terms are relevant in determining, in a tetragonal structure for example, whether 100 or 110 is
the easier direction. Fourth and sixth order terms are usually insignificant in comparison to the
second order terms at room temperature and above, because of the high powers of Jz that
appear in the fourth and sixth order Stevens operators. <J,> falls with increasing temperature,
tending to zero at the Curie point. Figure 16 illustrates the point, comparing the temperature
variation of <J, >, <020>, <040> and <000> calculated for Er in Er(FelTi). The higher
order terms may be crucial for determining the ground state magnetic structure at zero
temperature.

Returning to the ferromagnetic transition metals, the crystal field acting there on the
unshielded 3d electrons is stronger than the spin-orbit interaction. The orbital moment is
largely quenched, but single-ion anisotropy can arise when some residual orbital contribution
remains. The effect is typically an order of magnitude smaller than for the rare-earth series, but
the contribution of the 3d element to the total magnetocrystalline anisotropy is significant
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Table 1

J S y <r2 >axjO 20 <r4>PJO40 <r 6 >1j060

Ce 5/2 1/2 -1/2 -0.74 1.51
Pr 4 1 -1/2 -0.71 -2.12 5.9
Nd 9/2 3/2 -3/4 -0.26 -1.28 -8.6
Sm 5/2 5/2 -5 0.40 0.34 -
Sm* 7/2 5/2 -9/26 0.33 -0.19 2.0
Gd 7/2 7/2 1 - - -

Th 6 3 2/3 -0.55 1.20 -1.3
Dy 15/2 5/2 1/2 -0.52 -1.46 5.6
Ho 8 2 2/5 -0.20 -1.00 -10.0
Er 15/2 3/2 1/3 0.19 0.92 9.0
Tm 6 1 2/7 0.45 1.14 -4.0
Yb 7/1 1/2 1/4 0.43 -0.79 0.7

*Excited state. <rn> values from A J Freeman and J P Desclaux J Magn Magn Mat 12 11 (1979)

< Jz >1.0O-- <O02o>
A - < 040>

0.8- - < 06C>

v 0.6-
A

0.4-

V

0.0-

0.0 0.2 0.4 0.6 0.8 1.0
T/T

Fig. 16 Thermal variation of operators calculated for Er in Er(Fe 1lTi).

because 3d atoms are the major constituents of the alloys of interest here. The 3d anisotropy
can be estimated in the framework of extensive band structure calculations, but it is usually
phenomenologically represented by a term Klsin 20 where 0 is the angle between the 3d
moment and the c axis. Temperature dependence of the 3d anisotropy is typically less
pronounced than that of the second-order 4f term. It is often useful to distinguish three regions
of temperature for rare earth transition-metal intermetallic compounds where different terms in
the anisotropy are responsible for determining the magnetic structure, as shown below:

2, 4, 6th order 2nd order R T anisotropy paromagnetic
R anisotropy anisotropy

II I -

0 Tc
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At the lowest temperatures, the second, fourth and sixth order rare earth anisotropy can all be
important, and complex noncollinear magnetic structures may be the result. On raising the
temperature, the influence of the fourth and sixth order terms will rapidly decline, leaving the
second order rare earth terms as the principal source of magnetocrystalline anisotropy. This is
often the situation at room temperature, and the second-order rare earth anisotropy is the key to
understanding the magnetism of most of the R2Fe14 B series. Finally, at higher temperatures
the more rapid decline of the rare earth magnetization compared with that of the transition metal
can lead to a situation where the iron or cobalt anisotropy is the dominant term up to Tc. The
magnetic structure of R2 Fel 4 B and R2 Fe1 7N3 (Fig.8) can be understood in terms of this
scheme, bearing in mind that KIT and A2

0 are opposite in sign in the two structures.
Two other sources of anisotropy should be mentioned. One arises because the magnetic

dipole interaction is anisotropic; the mutual interaction of two dipoles depends on their
orientation with respect to the vector joining them. If the dipoles are parallel, their interaction
will be a factor of 2 greater when m ._ r than when m II r. The sum of these two-ion
contributions can give a contribution to the magnetocrystalline anisotropy in non-cubic
structures. Typical dipolar fields are < 1 T.

Finally, shape anisotropy should be mentioned although it is not related to atomic scale
magnetism. An elongated particle will prefer, all else being equal, to have its magnetization lie
along the long axis, thereby minimizing the self energy in the demagnetizing field. The
difference between the demagnetizing field in the easy and hard directions is less than lgoM s
(-IT).

Modelling the Interactions
In analysing the magnetic properties of R-T intermetallic compounds, we are obliged to

resort to phenomenological models whose parameters are determined by experiment. One day
it may be possible to predict the magnetic properties of a crystal from a knowledge of its
structure and chemical composition by numerical solution of Schrodinger's equation. But by
then magnetism will have lost its appeal for physicists. In the meantime we endeavour to
develop models with a small number of experimentally-determined parameters which can
describe a range of compounds or phenomena such as Curie temperature, magnetic structure,
temperature dependence of magnetization or anisotropy field [ 14].

Modelling of exchange interactions is done in the molecular field approximation [ 151.
This consists of replacing the interaction -2JijS,.Si summed over each pair of spins by the
interaction, -2.tBSiBex, of each moment with an effective 'molecular' field Be, acting at its site.
The molecular field is determined self-consistently, and it is proportiona! to <S,>. The
molecular field theory of magnetism is the prototype mean field theory. It yields values of the
critical exponents that are appropriate for four dimensions, but which differ somewhat from
those observed for three-dimensional systems.

The compounds that concern us here have two magnetic sublattices, composed of rare
earth and transition metal atoms. This is already a simplification because there can be several
sublattices of each kind if the structure includes inequivalent crystallographic sites. The
effective fields acting on each sublattice are BexR and BexT , defined earlier in terms of the
molecular field coefficients nr r nRT and nRR.

The temperature-dependence of the magnetization of the two sublattices are given by the
Brillouin functions;

MT(T) = MT(O) Bs(gSptBBexT/kT)

MR(T) = MR(O) Bj(gJ.tBBexR/kT)
where

Bj(x) = 1/(2J) {(2J+ I )coth[(2J+ 1 )x/2J]-coth[x/2J]).

S in the above equations must be replaced by the effective spin S*. Self-consistent solutions
are sought in terms of the molecular field coefficients n r and nRT (nRR is usually neglected).
Typical temperature dependence of the sublattice magnetizations for an R-T alloy are shown in
Fig. 17.

If the rare-earth is nonmagnetic, the Curie point is found by solving the equations for
BexTand MT(T) in the limit x << 1. Then we find the result quoted earlier: Tc = n-rrCT, where
CT = NTg2 S (S * - 1)ltB2/3k and NT is the number of atoms per cubic metre. The relation
between the microscopic and macroscopic exchange parameters J and n is J =
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Fig. 17 Sublattice magnetization in Pr2Fe14B.

(NTg 2 9B2/2Z)n. Also B., = 2ZSJ /glB.When the rare-earth is magnetic, solution of the
equations gives the expression for Tc given earlier.

The crystal field acting on the rare-earth will have some influence on the results of the
molecular field calculation. Instead of acting on a (2J+1)-fold degenerate energy level, the
crystal field ground state may be a doublet or even a singlet, but the effect on results such as
those in Fig. 17 is slight. In any case, the molecular field theory takes no account of spin
wave excitations, and provides an inaccurate, mean-field description of the behaviour in the
critical region around Tc. Yet, despite the shortcomings, it does offer a really useful basis for
modelling the magnetic properties of two-sublattice magnets so long as it is not forgotten that
the the molecular field coefficients are just empirical parameters.

The anisotropy energy can be expressed as a series of terms involving the orientation of
the total or sublattice magnetization with respect to the crystal axes. In a tetragonal crystal the
expression is
Ea = K1sin 20 + K2sin 4O + K3 sin 60 +K2' sin4O cos4o + K3' sin 60 cos40

whereas in an hexagonal crystal the corresponding expression is

Ea = K1 sin2O + K2sin 4O + K3 sin 6 0 + K3 'sin 60 cos6o

The dominant term for the 3d anisotropy is KiTsin 2O, which leads to an easy axis when KIT is
positive and a hard-axis when KIT is negative. Units of K are J m-3.

Related to the anisotropy energy is the concept of anisotropy field. The anisotropy
energy is somehow equivalent to that produced by an effective field Ba acting along the easy
direction. The analogy is useful, but inexact because the angular variation of magnetic energy
is as -MBacos0. The anisotropy field is defined as that needed to satuate the magnetization in a
direction perpendicular to the easy axis. The orientation of the magnetization is given by the
condition dE/de = 0, so the condition 0 = 7E/2 yields Ba = 2(KI+2K 2 +3K 3)/M s . The
anisotropy field sets an upper limit on the coercivity I.o!Hc; achievable coercivities rarely
exceed 20% of Ba•

Finally, there exist relations between the terms in the crystal field Hamiltonian for the
rare earth sublattice and the Kis in the above equations. For the tetragonal case these are:

KIR = -{(3/2)B 20<O20> + 5B 4
0 <0 4

0> + (21/2)B 6
0 <0 6

0>)

K2R = (7/8) [5B 40<O4 0> + 27B 6
0<0 6

0 > )

K3R = -(231/16)B 6
0 <0 6

0>

K'2R = (1/8)(B 4
4c<0 4 0> + 5B 6

4 c<o 60>)

K'3R = -(11/I 6)B 6
4c<0 60>
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Fig. 18 Theoretical energy level schemes calculated for R3+ in R(Fe I lTi).
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Fig. 19 Experimental (points) and calculated (lines) magnetization curves of Dy(Fe1 l'i)
at six temperatures[ 181.

Relations are similar in the hexagonal case, except that K'2R = 0, and

K'3R = (1/16)B 6
6C<o60>

However, there is no straightforeward relation between (Bnm} and (Ki) in a two-sublattice
magnet if the sublattices do not remain rigidly collinear in the applied field.

Magnetization curves in different directions on single crystal samples, and spin
reorientation transitions as a function of temperature or applied field can be analysed in terms of
a set of empirical anisotropy constants (Ki). A spin reorientation begins when K, changes
sign, and the angle between the moment direction and the c-axis is given by minimizing the
energy Ea as

sin 0 = ((-K2 +[K2 2 - 3KIK 3 1/ 2 )/3K3 )1/2

or if K3 is negligible by

sin 0 = (-Kl/2K 2) 1/2
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Fig. 20 Magnetization curves measured on single crystals of R2 Fej 4 B. The solid lines
are fits from the model described in the text [ 19].

Experimental Determination of the Crysaal Field: A complete specification of the crystal
field is a challenging task. Expressions for the crystal field hamiltonian at the rare earth sites in
the intermetallic structures we have been considering are as follows.

4/mmm (ThMn 12) Hcf = B2
002 0 + B400 40 + B444+ B6

00 60 + e 6

6/rmm (CaCti 5) Hcf = B2
00 2 0 + B4 00 40 + B6

00 6
0 + B66

or dm2 (Th217)
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Fig. 21 A 2
0 crystal field parameters at R sites in hcp Y (left) and in R2 Fe14 B (right) [12],

Table 2. Crystal Field Parameters for R2 Fe1 4 B

A 20  A22
s A4 0  A44c A60 A64C A20  A2 2

s A 40  A44
c A60 A64c

Pr 176 -116 3 -9 -7 -42 179 351 3 8 -7 -4

Nd 304 -200 -15 43 -2 -33 308 605 -13 -41 -2 -13

Tb 304 -200 -15 43 -2 -33 308 605 -13 -41 -2 -13

Dy 292 -192 -14 42 -1 -20 296 581 -12 -39 -1 -8

Ho 298 -196 -9 26 -1 -19 302 593 -8 -24 -1 -7

Er 292 -222 -16 37 -1 -6 296 689 -14 -39 -1 -3

Tm 258 -205 -12 35 -2 -27 262 617 -11 -33 -2 -10

Yb 151 -100 -7 22 -1 -17 154 303 -6 -20 -1 -6

Units of Anm are Kao-n: The first six values are for the 4f site, the second six are fo, the 4g site.

Table 3. Crystal Field Parameters for R(FelITi)

A2() A4 0  A 44  A 6 0  A 6 4 ( K. '0 -" )

32.3 -12.4 1 2.56 0.64

3 m (Th 2Zn1 7) 11,f = B2)020 + B4
004

0 + B4
30 4

3 + B60060 + B63063+ B6
60 6

6

mm: (Nd2 Fc14B) Hcf= B20020 + B22 so22s + B O 40 + B4
2s o 4

2s + B44cO 4
4c

+B60060 + B6 "O6 3s+ B6 10 6 4c + B 66SO 66s

The number of independent crystal field parameters is just four in SmCo 5, but 18 in
Nd 2 Fe14B (9 for each 4for4g site).

The most direct way of determining the crystal field parameters is by measuring the
crystal field energy levels directly. These (calculated) energy levels are shown in Fig 18 for the
case of R(Fel iTi). The effect of the crystal field is superimposed on the Zeeman splitting due
to the exchange field Bo R . Crystal field effects are most pronounced for non-Kramers ions
with small J - values. Inelastic neutron scattering has been used to probe the lowest levels of
the ground-state J multiplet [161 (and the relativelty low-lying 5/2 - 7/2 intermultiplet
transition in Sm 1101). However the range of energy transfer available does not span the range
of energy shown in Fig. 5.
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Another approach is to fit an axis -* plane spin reorientation transition, or to fit the value
of the anisotropy field. It is assumed that the temperature variation of K1 T is known from
measuring, for example, the isostructural yttrium compound. An effective value of A20 is
obtained in this way; Examples are analysis of the spin reorientations in R2Fei 7 N3 (R=Er,
Tm), which yield A20 = -60 Kao-2, or the anisotropy field of Sm2Fe17 N3, which yields A20 =
-18OKao- 2 117 1.

For a more accurate set of crystal field parameters, a more complete set of data is
required. Magnetization curves of a single crystal can be measured along the principal
crystallographic directions as a function of temperature, and fitted (see Fig 19 for Dy(Fe1 1Ti)) [
18]. Note that this data i icludes discontinuous jumps in magnetization known as first order
magnetization processes when the field is applied in a certain direction. Torque curves may also
be fitted in a similar way. When more parameters are required, as in the case of Nd 2FeI4 B, it is
necessary to consider data on a suite of isostructural compounds (see Fig 20), often making
judicious approximations regarding the higher-order crystal field terms. The variation of A20
across the series is shown in Fig 21, and some sets of Anm are shown in Tables 2 and 3 [19].

CONCLUSIONS

Despite the structural and magnetic complexity of rare earth transition metal
intermetallics, it is possible to deduce exchange parameters which vary in a consistent and
reasonable manner across a series of compounds of different rare earths, and to deduce sets of
series. The key features of the magnetic behavior including spin reorientations and first order
magnetization processes are explained in terms of the model. The modelling that has been built
up for these long series of isostructural intermetallics provides a good basis for predicting the
properties of any new R-Fe or R-Co binaries or ternarys that may be discovered in future.
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CRYSTAL-FIELD AND EXCHANGE INTERACTIONS

IN HARD MAGNETIC MATERIALS

J.J.M. Franse and R.J. Radwanski

Natuurkundig Laboratorium der Universiteit van Amsterdam

Valckenierstraat 65, 1018 XE Amsterdam, The Netherlands

1. Introduction

The detailed description of the magnetic behaviour of the 4f-3d

intermetallics is a long-standing problem of which the solution is hampered

by the complex interactions and the large number of parameters that is

involved. The basic principles behind the magnetic properties of these

compounds are quite well understood: the Curie temperature of the 3d-rich

compounds is mainly governed by the 3d-3d exchange interactions, whereas

the extraordinary large magnetocrystalline anisotropy is a special feature

of the magnetic rare-earth ions. The 3d and 4f moments are coupled by

exchange interactions that are usually described in a molecular-field type

of model. The interactions between the rare-earth spins are assumed to be

weak compared to the interactions mentioned so far.

The study of rare-earth transition-metal intermetallic compounds has a

number if interesting aspects. By the wide range of intermetallics with

different stoichiometries and with different rare-earth elements, modifica-

tions of magnetic properties of 3d transition-metal and 4f rare-earth ions

can be investigated systematically. These studies illuminate the complex

interactions in which the 3d and 4f electrons are involved. In case of the

4f ions these interactions can be distinguished into interactions of the 4f

electrons with the surrounding electric charges and those with the sur-

rounding electron spins. These two interactions can be represented by the

crystalline electric field and an exchange field, respectively. Magnetism

of the 3d ions is mainly discussed in terms of the energy-band parameters.

The technical interest in this class of materials is closely connected

to the huge magnetic anisotropy that is found in many of the 3d-4f interme-
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tallics. This anisotropy originates from the rare-earth ions and is

transferred by the 3d-4f exchange interactions to the 3d ions. This aniso-

tropy is the fundamental parameter behind the coercive field.

The largely anisotropic magnetic properties of compounds involving

rare-earth ions originate from the existence of non-quenched orbital

moments. In the quantum formalism, the 4f shell is represented by wave-

functions on the basis of the total angular momentum J and its components

Mj: IJ,Mj>. The appropriate Hamiltonian, which determines these wave-

functions includes several terms associated with the various relevant

interactions. The interactions of the 4f electrons with the surrounding

electric charges is described in terms of the crystalline electric field

(CEF). This field can eventually be modulated by magnetoelastic phenomena

associated with magnetostriction. The interaction of the 4f electron spin

with the surrounding spins is treated in terms of an isotropic Heisenberg-

type Hamiltonian that is approximated by an effective field originating

from the spin surrounding and that is denoted by the molecular (or

exchange) field.

The intrinsic magnetic properties of R2 T 4B compounds can be qualita-

tively understood in terms of exchange interactions and magnetocrystalline

anisotropy. The exchange interactions take place bf-ween all unpaired

spins in the 3d-4f system. These interactions are generally considered to

be of the Heisenberg type. Because there are three kinds of spin pairs,

the exchange interactions are formally described by three different

exchange-interaction parameters: JTT' JRT and JRR* The strength of these

interactions decreases in the sequence mentioned. JTT is positive and

leads to ferromagnetic coupling between the 3d spins. In the iron- and

cobalt-based compounds this interaction turns out to be strong enough to

produce an almost exact parallel alignment of the 3d magnetic moments at

low temperatures. This interaction primarily governs the temperature

dependence of the 3d moment and the value of T of a 3d-4f compound. Thec

interaction parameter JRT is responsible for the internal magnetic struc-

ture. Its negative sign reflects an antiparallel coupling of the 4f and 3d

spins and leads to a parallel alignment of the 3d and 4f moments in case of

light rare earths and to an antiparallel alignment for the heavy rare

earths. The 3d-4f interaction dominates the temperature dependence of mag-

netic moment and magnetocrystalline anisotropy of the rare-earth ions.

2. Crystal-field interactions

The 4f electrons, that are considered as well localized and separated

from other positive and negative charges, experience an electrostatic

potential V CF(r) that originates from the surrounding charge distribution.
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In case there is no overlap between this charge distribution and the wave

functions of the 4f state, VCF can be expanded in terms of the spherical

harmonics, ym with mn. The values of n in this expansion are limited to
n

n_6 as higher-order multipole terms do not enter into the Hamiltonian of

the rare-earth ion because of the electronic density configuration of the

4f shell. For details see Hutchings (1964) and Fulde and Loewenhaupt

(1988).

Since for the rare-earth ions the spin-orbit interaction is much

larger than the crystal-field and exchange interactions, it is generally

sufficient to consider the lower multiplet J, given by Hund's rule. This

limitation results in a substantial simplification in computations. Most of

the interpretations are made within this ground-state multiplet. Samarium

is a typical example of an ion where the analysis requires the involvement

of higher multiplets. For this case the Racah algebra has been imployed.

Within the ground-state multiplet the crystal-field Hamiltonian is

written in the conventional form:

H EZ B 0 (J z ) (2.1)CF nn z

where the summation goes over n and m and where the parameters Om are the
n

Stevens equivalent operators and Bm the crystal-field parameters. Evalua-
n

tion of these crystal-field parameters is the subject of an analysis of the

experimental data. The parameters Bm can be written as:
n

Bm  e <in> Am (2.2)n n n

n
in which terms related to the 4f ion, 6 <rn >, and the term related to the

In m
surrounding charges, A , have been separated. The coefficients A are known

as the crystal-field coefficients, n is the appropriate Stevens factor and

<rn> is the mean of the n-th power of the 4f radius. In eq.2.2, the

screening factors, that might occur in theoretical calculations of the
m

crystal-field coefficients, are included in the coefficients A . Values
n

for the average value <r > over the 4f wave function have been computed on

the basis of Dirac-Fock studies of the electronic properties of the

trivalent rare-earth ions by Freeman and Desclaux (1979).

For cubic symmetry the crystal field is described by two parameters

H - B(050 4)+B(00- 0 4 (2.3)CF B4 (4 +54) + 6  6 - 61 ~

whereas for the hexagonal symmetry, e.g. the CaCu 5 and the Th 2Ni17 type of

structures, four crystal-field parameters are needed:

0 0 0 0 0 6 6
H - B 00 + B 00 + B 0 i+ B 606(24
CF 2 2 4 4 6 6 6 6 (2.4)
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For the rhombohedral symmetry (e.g. the Th2Zn17 type of structure) two33 3 32 1

extra terms appear in eq.2.4: B3 0 and B3 06.
4 4 6 6'

For the Nd2Fe14B type of structure the expression reads as:

0 0 0 0 4 4 0 0
H =B 02 + B 04 + B4 04 + B 0 + (2.5)
CF 2 2 4 4 4 4 6 6

4 4 22 2 2 2 2 6 6

6 6 B2 0 2 +B 4  4 6 6 6 6

The last four terms in eq.2.4 appear as the local symmetry of the rare-

earth ion is lower than tetragonal, i.e. orthorhombic.

3. Exchange interactions and the molecular (exchange) field

In compounds with magnetic rare-earth elements, the electronic struc-

ture around the Fermi level is not expected to differ significantly from

the yttrium compounds with the same stoichiometry as the number of conduc-

tion electrons and the lattice parameters are ra'her similar. The 4f

states of the 4f atom can be discussed in the atomic limit and consequently

the f states do not contribute to the DOS near E From a formal point of

view, one can write the molecular field acting on the R moment as:

BR RT BRR
mol mol +Bmol=nRTMT + nRMR (3.1)

BT TT BRT
Bol mol + mol = nTT MT+ RT M (3.2)

Although the 4f magnetic moments are often larger than the magnetic moments

of the 3d tranistion metals, the internal field acting on the rare-earth

moment and originating from the 3d sublattice dominates that originating

from the 4f sublattice. This dominance is due to the much smaller value of

the intra-sublattice molecular-field coefficient nRR compared to that of

inter-sublattice molecular-field coefficient nRT. In the analysis of most

of the rare-earth compounds with iron or cobalt, the contribution to the

molecular field from the 4f-4f interactions is ignored. Since it is the

spin rather than the moment that is involved in the interactions, it is

usefull to introduce the exchange field, BR T that acts on the rare-earth
ex

spin, similar as done in the previous section. The relation between BRT

and BR T can be written in the form:
ex

BRT - 2 (g-l) BRT (3.3)

mol g ex

This relation results from a comparison between two expressions for the

exchange Hamiltonian:
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e A gJ-B R and e = 2 (g-1) pMB RT (3.4)ex B ex ex

This field is a measure for the strength of the interaction between dif-

ferent species of the spins in the 3d-4f intermetallics. For gadolinium
, BGd Cd

compounds moB ex as the Gd moment is a spin moment only.

Within a molecular-field formalism the field BR T can be expressed as:
ex

BR E JRT ST (35)
ex AB

where the summation runs over all transition metal neighbours of the rare-

earth spin.

In a further step this field can be related to the interactions

between nearest neighbours. Assuming this interaction to be isotropic one

gets:

BRT RT ST ZRT (3.6)
ex B

where JRT is the exchange integral between the 3d and 4f spins and where

ZRT is the number of transition metal spins in the nearest-neighbours sur-

rounding of a rare-earth atom. The evaluation of the molecular field, the

exchange field and the parameter JRT is the main purpose of the analysis of

the experimental data. The restriction to the nearest neighbours in

eq.3.6 gives the possibility to correlate the values for BR T between the
ex

different series.

4. Electronic structure of the 4f ions in the R T compounds
nm

The 4f ion is described within a single ion Hamiltonian that takes

into account the spin-orbit, crystal-field and exchange interactions:

R s-o CF ex z (4.1)

where dCF already has been discussed in eqs 2.3 - 2.5, where the exchange

Hamiltonian has been introduced in section 3 and where H stands for the
z

Zeeman magnetostatic energy term taking into account the effect of external

fields.

For most of the rare-earth ions, the spin-orbit interaction strongly

dominates the other terms. In that case, J is a good quantum number and, in

a first approximation, the Hamiltonian

eR dCF + dex (4.2)

can be considered. The eigenvalues and eigenfunctions follow from the diag-
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onalization of this Hamiltonian in terms of the IJ,J z> functions in a

straightforward way, provided that the relevant CF and exchange field

parameters are known. By inelastic neutron scattering experiments the

energy difference between the ground state and sone excited levels can be

measured, for instance, and by a "guess and trial" method, the relevant

crystal-field and exchange parameters are obtained. In general, the exper-

imental information is too limited in view of the large number of parame-

ters that is involved in the microscopic description even with the simple

Hamiltonian given by eq.4.2. Other techniques are invoked for that reason,

for instance, high-field magnetization studies on single-crystalline sam-

ples, Mossbauer and NMR studies etc. Combination of the results from these

different experimental techniques and inspection of the systematics across

the 4f series is essential for getting reliable and physically meaningful

sets of crystal-field and exchange parameters.

For a quantitative understanding of the magnetic properties of these

materials the two key interactions are: the exchange parameter J RT and the

second-order crystal-field parameter at the rare-earth sites. A comparison

of these two interactions throughout the R2Fe14B series indicates that most

of the compounds belong in first approximation, to the limiting case where

the magnetic interactions dominate the crystal-field splitting. Both

interactions, however, are equally important for a description of the mag-

netization curves. Although the theoretical concepts behind the crystal-

field and isotropic exchange interactions are rather straightforward, the

evaluation of their numerical values is far from simple. Nevertheless, the

overall features are now quite well understood for the whole series of the

2:14:B compounds. Two general reviews that include a basic description of

the magnetism of 3d-4f intermetallic compounds and that provide a good

insight into their general properties have been written by Buschow (1977)

("Intermetallic compounds of rare-earth and 3d transition metals") and by

Kirchmayr and Poldy (1979) ("Magnetic properties of intermetallic compounds

of rare earth metals"). More recent articles by Buschow (1986) and Coey

(1986, 1987) review the magnetic properties of the 2:14:B compounds in par-

ticular.
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FIRST ORDER MAGNETIZATION PROCESSES

Giovanni Asti
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INTRODUCTION

The magnetizartion curve of a ferromagnetic crystal is normally

continuous in the region preceding saturation, where the magnetization
process takes places by reversible rotation of the magnetization vector

. However when the anisotropy constants fall within certain ranges,
irreversible rotations of i are possible implying first order transitions
between inequivalent magnetization states - hereafter referred as FOMP,
for first-order magnetization processes (Asti and Bolzoni 1980) -. In
fact, depending on the values of the anisotropy constants, the system may
admit two or more inequivalent minima of free energy E for different
magnetization directions; so it is evident that an applied magnetic field
H of suitable intensity and orientation can induce a transitions between
these minima. In principle in the case of FOMP we expect to observe minor
hysteresis loops around the critical field for which the two states have
equal energy. But it is difficult to observe hysteresis in FOMP even at
low temperatures (Melville et al. 1976, Ermolenko and Rozhda 1978). The
reason is probably associated with the very low coercivity inherent in

this type of magnetizaton process.

UNIAXIAL SYMMETRY

A very special but important case is that of uniaxial symmetry. In
this case the free energy of the system is

2, 46
E = Kf sin 0+ K2 since+ K3 sin - HMcos(V -s) (1)

where K, , K2 , K3 are the anisotropy constants and 6) and f are the
orientation angles of the magnetization vector M and the magnetic field
with respect to the symmetry axis, c, respectively.

FOMPs occur when the anisotropy constants fall within certain
ranges, which depend on the direction of the magnetic field. For most
purposes it is enough to consider the cases of H parallel or
perpendicular to the c-axis, hereafter indicated as the A-case and P-case
respectively. The general case is relevant when considering the effects
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of FOMP in polycrystalline materials (see below). The equilibrium
equation for the P-case turns out to be

h = 2m(1+2xm 9+3ym 4 )KI /IKI , (2)

where m=M/Ms is the reduced magnetization, h= 2HINl[ the reduced
field and HAI = 2K1 /MS the c-axis anisotropy field. Using eq. (2) and the
condition that the total energy is equal in the two phases, we obtain the
equation for the critical magnetization

(3mZ +2m+1)x+(5m+4m3 +3m2 +2m+1)y+l = 0. (3)

The equations for the A-case are easily deduced from the P-case by

the use of a transformation, called the K R transformation, of the

anisotropy constants into conjugate quantities. This transformation is a
symmetrical dual correspondence and is obtained by imposing on the energy

expressions the same formal dependence on the reduced magnetization m,
for the A and P cases. So one obtains the following linear transformation

R, = -K3 -2KL-3K,, R2 = KL+3K3, R3 = -K 3  (4)

In terms of reduced variables x=K 1 /K1 , y=K 3 /K, 3=R/Rl and =

R3 /R1 , it becomes

= (-x-3y)/(1+2x+3y), = y/(1+2x+3y) , (5)

The inverse transformation has obviously the same form.

Two types of FDMP are distinguished, depending on whether the final

state after the transition is the saturation state (type-1 FOMP) or not

(type-2 FOMP). From the equality of the total energy in the two states

and from the equilibrium equations one obtains the conditions for the
occurrence of the two types of FOMP. Fig. 1 summarizes the results giving

the complete diagram of FOMP in the planes of reduced anisotropy

constants x and y for the two cases K1> 0 and Ki< 0. The various regions
are distinguished by the labels Al, A2, P1, P2, PIC, AIC which specify
the magnetic field direction (A, axial; P, planar) and the type of FOMP
(1 and 2), and easy-cone regions with type-1 FOMP (AIC, PIC). The areas

that are conjugated in the K # R transformation are shaded in the same
way. The analysis of the equations also provides the values of the

reduced critical field hce and critical magnetization m,_ as functions of
the coordinates x, y and the sign of Ki .

Similar diagrams can also be obtained in terms of the anisotropy
coefficents ) , which appear in the expansion of the anisotropy energy

in spherical harmonics. It is known in fact that there are advantages in
using this representation when analyzing the temperature dependence of

magnetocrystalline anisotropy, because of the congruence with the Callen
and Callen (1966) theory. The FOMP diagrams in terms of the ratios

u = )40/)2,0 and v :Xo/)Co are reported in fig. 2, for the cases
X,0> 0 and X2,0 < 0. These diagrams, besides the type of FOMP, give the
lines of constant hrr and mcq. These plots can be used in analyzing

experimental observations of FOMP, and allow precise evaluations of the
ratios of the anisotropy coefficients. It is of interest to consider a

typical trajectory of the representative point with varying temperature
as predicted by the 1(1+1)/2 power law according to the Callen and Callen

(1966) theory. This yields u m 7 , va mis so that the line described by
the representative point is a curve of the type v = cu 3 /, , with c
constant. Fig 2 reports a typical curve for c=1.
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MEASUREMENTS IN HIGH MAGNETIC FIELDS

With only a few exception, as is the case of ferrites (Asti et al.

1978) and of PrZ(Fe,Co)7 (Shanley and Harmer 1973, Melville et al.

1976), magnetic fields above the limit of ordinary laboratory
electromagnets are necessary to investigate this type of magnetic

phenomena. As a matter of fact rare earth-intermetallic compounds having
Hc above 15 Tesla are fairly common. The only way to carry out magnetic
measurements at very high magnetic fields is by using pulsed methods. The
main problem arising with the use of pulsed field apparatus, in

performing magnetic measurements, are connected with the inherent
difficulty to dominate the various noise sources. Despite this there are
several reasons why a pulsed field could be used for magnetic
measurements: i) in a single shot it is possible to measure the whole
magnetization curve from zero up to the maximum field; ii) the continuous
and regular variation of the field is a favorable condition for detecting
sudden changes such as those associated with a transition; iii) the
experimental set-up is relatively simple and economical.

The use of single crystal samples is obviously the most favorable
condition for detecting the transiton and a unique way to achieve precise
evaluations of the critical magnetization Mc,, (or M1 and Mt, in the case

of type-2 FOMP). However, the orientation of the crystal in the magnet in
most cases appears to be quite critical for performing precise
measurements, because of the strong sensitivity of H to deviations from
perfect alignment: for instance a deflection by only two degrees of the
applied feld direction from the basal plane in PrCo gives rise to a

displacement of Hck by 2 Tesla (Asti et al. 1980).

AiC P2\ 4-

Al

plcl

4 , .. .. ... .. .

NA I

-2- "1 PAl

Fig. 1. Diagram of FOMP in the planes of reduced anisotropy constants
x=K 2 /Kj, y=K 3 /K1 . Upper and lower figures refer to the cases

Kj> 0 and Kj< 0, respectively.
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A2 .06- Pic
.07 .6

Al.
U

.0.
-0- ... . . . ..

P2 P2

" . "" P2

AIC

P1

-1 -:004

--- 4 -- = *

3 5

Fig. 2. Lines of constant values for the reduced critical magnetization,
mct (dashed lines) and reduced critical magnetic field, htt
(full lines), in the planes of reduced anisotropy coefficients
u= X4 ,0 /2,0 , v= X 6 , 0 / 2,0 . Top and bottom figures refer to
the cases 2,o> 0 and X2 ,o<0 respectively. The different regions
are distinguished as in fig. 1. The spacing between the values
relative to the contiguous lines of mc, and h¢,, changes only
when crossing a line labelled by its value. The rectangle on the
bottom right shows a part of the plane X 2,0 <O with an expanded
scale and with the origin (u=v=O) in the same point. The curve
-------- is an example of the 1(1+1)12 power law for the
temperature dependence of the anisotropy. The equation of tlio
curve is v=cul" with c=1.
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THE SINGULAR POINT DETECTION TECHNIQUE

The inherent high sensitivity of the pulsed field method for
detecting transitions is more and more enhanced if one observe the
successive derivatives of magnetization M with respect to the field H, or
to time. This is indeed the principle at the basis of the singular point
detection technique (SPD) (Asti and Rinaldi 1974), an experimental method
that allows to reveal the singularities associated with the field induced
magnetic transitions, utilizing polycrystalline specimens. The SPD theory
was originally developped for measurements of the hard direction
anisotropy fields and has been subsequently extended to the case of FOMP
(Asti 1981, Asti and Bolzoni 1985). Usually SPD measurements are easily
performed in pulsed fields by direct differentiation of the signal from
the pick-up coil. For a random orientation, in the case of a P-type FOMP,
there is a discontinuity in the differential susceptibility, dM/dH, equal
to

J X (Ms/Hct)(m 2 -m1)2/( 1-mT-1-m-'T) (6)

where ml is the critical magnetization, i.e. the lower limit, and m,
the upper limit of m at the transitionas. In the case of A-type FOMP the
discontinuity is in the slope of the differential susceptibility,
d2M/dH , and turns out to be

/ 2 3/f (2
Ax (MS/Hrt)(m 2 -m ) 17/("1-M- - 1-m'2m). (7)

PrCos is a clear example of the application of SPD techniques to the
study of FOMP (Asti et al. 1980). Another case is that of Nd2 Fe.$B:
figure 4 shows the progressive change with decreasing temperature of the
SPD signal, d2M/dH2 (Asti et. al. 1984).

MIMS

1

M (H)

Hcr H

Fig. 3. (Top) Magnetization curve M(H) of an easy axis uniaxial single
crystal at various orientations close to t =90 , where cR is the
angle of magneti field direction with respect to the c-axis.
The FOMP transition is progressively displaced to higher fields
with decreasing L . From left to right the various curves in the
figure refer to Le =90 , 860, 82', 780, 740 and 700 . (Bottom)
M(H) and first derivative dM/dH for a polycrystalline aggregate
having crystallites oriented at random.
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located at 1IA is modified until, at 200 K, a sharp positive peak appears
that grows more and more with the further decrease of the temperature.
Clearly the positive peak is an approximation of the delta function
representing the derivative of the discontinuity in the differential
susceptibility given by eq. (6). Other examples are intermetallic
compounds of ThMnj[ structure (Li et al. 1988, Deriu et al. 1989, Solzi
et al. 1988)-

2 2- T -290 V

d M/d t

273

'219 -

184

.147

0 50 100 H(KOej -

Fig. 4. Progressive change with decreasing temperature of the SPD signal,
dzM/dI]2, for a magnet of NdFeq B. As is evident, the downward
cusp located at H=HA is modified until, at 200 K, a sharp
positive peak appears that grows continuously.
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I NIROI 1CJ (FION

The Comopounds of the type R21Ee, (R =rare earth) have been tdidextentsively during
the last few decades. A large number of experimecntal methods has been uced to investigate
their magnetic and crystallographic properties 1-2. ihese compounds are not suitable as
starting materials For permanent magnets because of their too low ('uric temperature and
their in-plane easy magnetization axis. D~uring recent investigations; we have round that the
WZ 1 '- structure canl take up a certain arnount of carbon 1, leading to a drastic change in their
miagnetic properties. In this paper we will show a few examples of these changes and dliscuss
thle possibility of' using these new compounds as starting materials for peirmanent Tmgnets.

CRYS IAl, S'I R1I URE

The intermectallic compounds R2 1Cl crystallize into two structures. The first half of thle
rare-earth series (from Cc to Gd) obtains thec rhombohiedral Th7n1 , type of structure while
thle second half of thle series (from lb to Lui) obtains the hexagonal lh,Ni,7 type. [hIe former
structure consists of a repeated stacking in the c dlirection of three CaCus layers,, whereas the
latter consists of two layers, every third Rt atomn being replaced by a Fe dumbbell in both
caISes.

Alloying with carbon lcads to an increase in thle lattice parameters of' both structure
types, a saturation taking place for high carbon concentrations (x -Z I in Re c,1, ), as call
be seen in fig. I for Y2 1C14% . Ibhis lattice expansion indicates that carbon atoms occupy
interstitial holes in thle lattice. Ibhis has been confirmed by neutron diffraction experiments

oin Ndj,Ee' ' . which showed that carbon occupies thle 9e position of the rliombholedral
sit ruct nrc type close to the rar'-ea rthI at oils. Full occupa 'lion of these Sites; would leald to thle
formula composition ;i'c,( s is shown in fig. 2.

We have ailso observed a carbon-induced transition from tile hexagonal to the
rhonibohecdral structure for sonic rare-earth cecnits (Wig. I ). [Ihis is; duie to thle intcrease in
unit cell volume because the rlionihohiedral sntuct e isotneby til compoundl~s with
the larger rare-earth atoms" and thle hlexagonal one hv tile smaller rare-earth atoms.- 10 the
case of-Yl~ , with a carb-on conicentraitiont just at the transition between thle
r Itout obed ra I a ol hexa grina I st r net i ire, no s uper sl r ict tinrc Ii ties of- cit her crstal stN ri ict tirc wi cr
seen in our x-ray diagrams. E lect ron d iffract ion and III M experimlents Showed that we
had1( not otbtainledl a (:arbont-stabili/ed ( a(u, structure type. but the\ revealed a special kind
of disorder in) tltee amle which has been) exteitsivelv dhiscuissed elsess here
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MA(NF[II( PROP IFRrllS

Magnetic ordering temperature and magnetizalion

As already mentioned in the introduction, one of tile main reasons why the R21:em,
compounds were never serious candidates for permanent magnet materials is their too low
Curic temperature, for some rare-earth metals even being below room temperature. The up-
take of carbon leads to a drastic increase in 'l, as can be seen in fig. 3. The values obtained
for RPe,FC are comparable with those obtained on R2Fe,(7 compounds. We saw that above
a certain carbon concentration the T does not increase any further. This concentration is
different for every rare-earth atom, about x= I for the first half of the rare-carth series to
about x= 1.5 for the second half, depending also on the annealing temperature.

The R2Fe, compounds have the highest magnetic moment per iron atom of all binary
R - Fe compounds. '[his combined with the large ratio of Fe to R atoms leads to a high
moment per formula unit. The introduction of carbon into the lattice has hardly any effect
on the Fe moments. (M z 2.0 pt / Fe atom at 4.2 K.) This has been observed by 5 'Fe
Mossbauer spectroscopy and by magnetic measurements on YFe,7C, (Y being a non-
magnetic atom) I,". The saturation magnetization of all R21:e,Fe7 compounds has also been
measured in high fields (35 T) at T = 4.2 K '. The conclusion was that the magnetic moments
of the rare-earth atoms were very close to the free ion values 11, = gipIfn •

lo obtain information on the coupling strength between the R and Fe sublattice we can
make use of two different methods '. Firstly, a simple relation can be derived between the
(urie temperatures and the interaction constant using a mean-field model. Secondly, we can
perform high-field magnetization measurements on powder particles that can rotate freely
and thus can orient themselves in the field applied. [he way of obtaining tile interaction
constant using this technique has been described in detail elsewhere '. For the Rle!,,(" corn-
pounds both methods led within 10 % to the same results. For tie RFe,(" compounds
however, tile discrepancy was almost 30 %
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AMagneiocri'sialline anisotropy

The second reason why the R2 1,, compounds are not good starting materials for per-
mancnt magnets is the relatively low in-planc magnetocrystalline anisotropy of the Fe
sublattice. There are a few rare-earth elements which favour an easy c-axis at low temper-
atures because of the shape of their 4f charge cloud ( a, > 0 for R - SnI, Er, Tm). For in-
stance, Tm in Tm 2Fel7 is able to overrule the iron sublattice anisotropy, but only up to a
certain temperature at which a spin reorientation takes place. The addition of carbon leads
to an increase in this spin reorientation temperature 1. This is due to an increase in the
magnetocrystalline anisotropy of the rare-earth atom which e.g. has been observed by "'6 lm
M6ssbauer spectroscopy. In fig. 4 the A3 parameter which is a measure of this anisotropy is
shown. It can be seen that for x = 0 the contributions of the two different 'lm sites in the
hexagonal "'m2Fe,, compound are rather small and have a different sign. For increasing car-
bon concentration both contributions become negative and increase in absolute value. "This
increasing negative value indicates that the rare-earth sublattice anisotropy is becoming
stronger and will be able to overrule the iron sublattice anisotropy up to a higher temper-
ature. In fig. 4 results from '5(;d M6ssbauer spectroscopy on Gd2 'e1 , can also be seen 1.
(;d itself does not contribute to the magnetocrystalline anisotropy because of its spherical
symmetric 4f charge cloud, but we can use this compound for measuring the lattice contrib-
ution to the magnetocrystalline anistropy. The rhombohedral compound (id 2Fe,,C, has only
one rare-earth site wich has a negative value of the A2 parameter. After correcting the Gd
and Tm data for the same amount of screening, tile results of the two types of M6sshauer
measurements may be compared with each other, which is done in fig. 4.

Because of the low magnetizations of the ferrimagnetic compounds fm21:eC, and
lrFe1,C. , the only possible candidate for permanent magnet material is tile ferromagnetic
compound Sm 21e'CC, . Iligh-field magnetization measurements at 4.2 K on powder of
SmFec,,C aligned at room temperature can be seen in fig. 5. With the external field parallel
to the alignment direction we found the highest magnetization. This indicates that no spin
reorientation has taken place between 4.2 K and room temperature, the easy magnetization
axis being already along the c-axis at room temperature 1. X-ray measurements on the same
aligned powders indeed showed an easy c-axis as can be seen in fig. 6. The x-ray diagrams
are taken parallel and perpendicular to the alignment direction. The first one only shows (001)
reflections while the second one only shows (hk0) reflections. Also SPI) (Singular Point
l)etection) measurements have been performed on this material which are shown in fig. 7 as
a function of temperature. With this technique an anisotropy field of about 5 T at room
temperature has been found for Smn1:e,(', ".
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Fig. 5. Field dependence of the magricti-
7ation at 4.2 K in Sm2 F~cC, . The
symbols 0 and X apply to mneas-
uremients made with thec external
field direction parallel and per-
pendicular to the alignment field.

In conclusion we canl say that the intrinsic properties of the R2FeC, compounds are
good enough for permanent magnet applications, although in vestiga tioils still have to he
carriedl out in order to obtain the right niicrostructure which is needed for high coercivity.
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Abstract

Granular metals consist of nanometer size metal granules embedded in an immiscible
medium. They display a rich variety of physical properties as a result of their unique nanos-
tructure and extra degrees of freedom. They are also suitable for the exploration of finite-size
effects, enhanced and tailored properties of fundamental interest and for technological applica-
tions. Granular magnetic solids of elemental metals and alloys will be discussed. Single-
domain characteristics, superparamagnetic relaxation, enhanced ferromagnetic properties, granu-
lar alloys and spin glasses are some of the topics covered.

1. Introduction

Granular metal solids"12 are one particular kind of artificially structured materials
(ASM's), of which superlattices, modulated solids 3 and amorphous solids are some of the more
widely known examples. ASM's contain intricate structure on the nanometer scale and extra
degrees of freedom with which the physical properties can be manipulated to achieve tailored
materials for applications and for explorations of physical phenomena. Granular solids are
usually in the form of small metal granules embedded in an immiscible medium which may be
insulating or, less frequently, metallic. The relevant extra degrees of freedom are the granule
size, which can be controlled by process conditions, and metal volume fraction (xv), which can
be experimentally varied between 0 and I. Because of their unique nanostructures, granular
solids display a particularly rich variety of interesting conducting, superconducting, optical,
magnetic, mechanical and other physical properties.

For most common metals (e.g. Fe, Au, Co, Cu,), the ultrafine solid granules can be made
as small as 10 to a few hundred angstroms. This size range is much smaller than that achiev-
able by traditional metallurgical and chemical methods. This is also the size range where
finite-size effects, single-domain magnetic properties, enhanced superconducting transition tem-
perature, and other phenomena may be observed.

Many granular solids consist of a metal and an insulator, the latter includes
SiO 2, A120 3, MgO, etc. Granular solids are therefore also nanocomposite materials, which can
reap benefits from both components. Since these insulators are usually mechanically harder,
and more wear and corrosion resistant than the metal companion, granular metals exhibit supe-
rior auxiliary properties in addition to their attractive physical properties.

Sience and "echntohgy nf Nanostrw:tured Magnetic Materials 477
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Most of the granular metal solids studied to date consist of a single clement metal (e.g.
Au, Fe, Co, Cu) and selected insulators (e.g. A120 3, SiO 2, MgO). Granular solids, as opposed
to homogeneous alloys, are realized because these metals and insulators are immiscible with
each other. In these granular metals, the metals are generally crystalline, whereas the insulators
are usually amorphous. The important area of ultrafine metallic alloys remains largely unex-
plored, despite the fact that alloys, both crystalline and amorphous, have generally proven to be
more useful. We have recently succeeded in the fabrication of granular alloys of Fe-Ni, Fe-B,
and Fe-Cu, which are respectively a stable crystalline alloy, an amorphous and a metastable
crystalline alloy.4 Therefore the feasibility of granular metals can be extended far beyond ele-
mental metals, to include many alloys of technological importance. One faces a different and
more formidable challenge in achieving granular metals in a metallic medium.5 This is because
most metals, such as Fe, form alloys or compounds with almost any other metal. The loss of
immiscibility prevents the successful formation of granular metals in a metallic medium. How-
ever, these difficulties can be avoided in some cases, as will be described later.

In this paper, we will primarily discuss the magnetic properties of a variety of granular
magnetic solids. These results will be complimented by other nanostructure-induced properties.
We will present extensive results of single element (e.g. Fe, Ni) granules in an insulating
matrix. Some recent results of granular alloys, both stable (e.g. Fe-Ni alloys) and metastable
(crystalline and amorphous), and results of granular metals embedded in a metallic medium,
will also be discussed. Finally, in addition to our results on ferromagnetic magnetic granules,
some recent studies of spin-glass granules will also be presented.

2. Fabrications and Characterizations

Granular solids can be made by sputtering, co-deposition, evaporation under high pres-
sure, and other methods. Of those, sputtering has been demonstrated to be the most versatile.
In sputtering, one can employ a variety of target configurations: a single homogeneous target,
co-sputtering from two separated targets, or a composite target with slabs of materials pieced
together. We have primarily used the first two target configurations in conjunction with mag-
netron sputtering. The base pressure in the chamber is in the 10-8 torr range using either a
diffusion pump or a cryopump. Deposition is carried out in an Ar atmosphere with a pressure
near 4 mtorr regulated by an MKS gas flow system. Most of the samples have been deposited
by rf sputLeing, or in some cases by dc sputtering at rates of about 2 pm/hr. The substrate has
been maintained at a fixed temperature between 77 K and 900 K. Since the nanostructures of
granular metal solids are strongly influenced by the process conditions, deposition parameters
such as deposition rate, sputtering pressure and substrate temperature must be tightly con-
trolled. The total film thicknesses are usually in the range of a few tm's.

Because the density of the metal granules is generally different from that of the matrix
they are embedded in, the metal volume fraction can be quite different from the atomic compo-
sition. For example, Fe50(Si0 2)50 in atomic percent is equivalent to Fe21(Si0 2)79 in volume per-
cent. The all important metal volume fraction must of course be established using electron
microprobe, Auger spectroscopy, energy-dispersive x-ray analysis or wet chemistry.

Since the intricate structure of granular solids exists only on the nanometer scale, the use
rf transmission electron microscopy (TEM) is imperative. Examples of TEM micrographs are
shown in Fig. 1 and elsewhere in this paper. The nanostructure of the specimens with low
volume fractions consists of isolated metal granules embedded in the medium. For high melting
point metals (e.g. Fe, Ni, Au, W), the granules are equiaxial in shape, having sizes in the
nanometer range with a rather narrow size distribution (Fig.l). For specimens with high
volume fractions, the metallic grains form a connecting network, enclosing isolated regions of
the second, usutally insulating, medium.

X-ray and electron diffraction are aulitional techniques used to establish the structure of
the ultrafine metal particles. For granules of such small size, the diffraction peaks are quite
broad, since the peak width scales inversely with the particle size. Examples of x-ray
diffraction data are .shown in the Fig. 2. Despite the broad peaks, the diffraction data unequivo-
cally show the crystal structure and lattice parameter of the granules, in spite of their small
sizes.
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Deg. 20

FigIl. Bright-field TEM micrograph of Fig.2. X-ray diffraction pattern of
granular (Fe5oNi50)40(3i 02)60 deposited granular Fe-A 1203.
at 150 C.

In the cases of magnetic granular solids, the magnetic properties provide additional infor-
mation about the granule sizes and their distribution. Finally, for granular solids containing Fe,
57 Fe M6ssbauer spectroscopy is a powerful too) for the examination of a wide range of charac-
teristics of the granules. 6-

3. Nanostructure-induced Properties

For many physical properties, the metal volume fraction xv, (0 _xv!1) and the granule size
are of crucial importance. For the samples with small values of xi, the metal granules are iso-
lated from each other and protected by the insulating matrix. Electrically, granular solids with
low x,, are insulating, apart from tunneling among metallic grains, which is of course interest-
ing in its own right. In magnetic granular solids, all such granules are single domain. On the
other hand, for samples with large values of xx,, the metal granules form an infinite network,
exhibiting metallic conductivity and bulk magnetic properties, since the conducting paths and
magnetic closure structure are readily facilitated.

The percolation threshold (xp) is the volume fraction at which an infinlite network of
metal granules first forms. Experimentally, for a wide variety of granular metal solids, the
value of xP has been found to lie in the range of 0.5 - 0.6. Qualitatively, such values of xP, can
be understood by noting that the packing fractions of spheres in closed-packed structures (e.g.
fcc, bcc, hcp) are in this range. Theoretically, Shcng 9 has established more rigorously the
experimently observed values of xv.

Finite-size effects can be profitably studied in granular metals. Below xP. the isolated
granules are suitable for the exploration of finite-size effects in particle size. One can study the
properties of ultraline crystals and the deviation from those of bulk solids. Size-dependenit
behaviors of melting, lattice dynamics, magnetic ordering are some of the examples. Above xP.
the dimension of the infinite network of connecting granules is probably less than three. It may
be possible to study finite-size effects associated with fractional dimension and different conre-
lation length scales.
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conductivity of a typical granular metal as a
function of metal volume fraction.

Granular metal solids exhibit large changes in mos. properties when x, is varied, particu-
lar across xP. One property that is readily appreciated is electrical conductivity. As shown in
Fig- 3, by varying x, the conductivity can be easily changed over 12 orders of magnitude, of
which 3 orders of magnitude occur above xP. Therefore by varying xv, one can tailor the con-
ductivity to any value desired, a manifestation of the extra degrees of freedom. Many other
properties of granular metals are also affected significantly by the metal volume fraction.
Qualitatively one can anticipate the following general trends. As one varies x, from 0 to 1.
properties that are associated with metal (e.g. conductivity and thermal conductivity) would
increase, whereas those characteristic of the insulators (e.g hardness, wear resistance and corro-
sion resistance) would decrease. In many cases, there would be prominent effects due to perco-
lation when xp is crossed. Magnetically, the samples with x, < xP exhibit "hard" magnetic pro-
perties (e.g. high coercivity) due to the single-domain nature of the particles, whereas at
xv > xp, much "softer" magnetic properties result.9

Some of the nanostructure-induced properties of granular solids will be described in
greater detail later. Here, as an example, let us examine the mechanical properties, microhard-
ness in particular, of the granular Ni-A120 3 system. 10 Those samples were thin films of about 5
itm thick deposited on A120 3 substrates. Hardness was determined by using an Anton Paar
NHT-4 microindenter. Since A120 3 is harder than Ni, the hardness is expected to take on
higher values as one increases the content of A120 3. This is indeed observed as shown in Fig.
4. One also observes a sharp increase in hardness near xp= 0.5, the percolation threshold,
below which amorphous A120 3 forms a continuous network. Interestingly, the hardness also
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Fig.4. Hardness of granular Ni-A1203.
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increases rapidly when only small amounts of A120 3 are first introduced into Ni. This is
because in these high volume fraction samples, A120 3 exists as isolated grains dispersed in Ni,
acting as pinning sites for dislocations in the Ni medium. Consequently, one derives a large
increase in hardness from only a small amount of A120 3. Since Ni is already a metal of consid-
erable hardness, the enhancement of the hardness in Ni-A120 3, while impressive, is not
dramatic. In the case of a softer metal such as Ag, a much larger enhancement results.

4. Single-domain Particles and Superparamagnetism

The magnetic properties of granular solids are dominated by nanostructures. As men-
tioned earlier, the percolation threshold (xp) divides regimes of very different nanostructure.
For metal volume fraction (xv) well below xP, one observes the magnetic behavior of single-
domain particles. At x, > xp, granular magnetic solids exhibit bulk magnetic properties. At
x, = xp, they display particularly unusual magnetic characteristics, such as giant magnetic coer-
civity.

For ultrafine magnetically ordered particles, there exists a critical size below which the
granules can acquire only single magnetic domains even in zero magnetic field.' 1 .12 The critical
sizes for Fe, Ni, and Co are of the order of a few hundreds of angstroms depending on the
shape of the particle. The magnetic axis of a single-domain particle is determined by the mag-
netic anisotropy energy (CV) of the particle, where C is total magnetic anisotropy energy per
unit volume and V is the volume of the particle. Along the magnetic axis, parallel and
antiparallel orientations are energetically degenerate, separated by an energy barrier of CV. At
low temperatures, the magnetic axes of the single-domain particles are randomly oriented and
frozen. This leads to a zero magnetization of the sample. Under a large external field, all the
magnetic axes will be aligned, giving rise to the saturation magnetization (Ms). When the exter-
nal field is turned off, one measures the remanent magnetization (M,) which generally obeys
Mr=l/2Ms, because the magnetic axes are randomly oriented over a hemisphere and < cos 0 > =
1/2. These features are shown in Fig. 5. In fact M, = h M, at T = 0 K is an experimental sig-
nature expected for all samples with well-separated ultrafine particles and randomly distributed
magnetic easy axes. 7

At sufficiently high temperatures, the magnetic anisotropy energy barriers of the single-
domain particles are overcome by thermal energy, and superparamagnetism occurs. Under these
conditions the magnetic vector of each particle is not fixed but fluctuates rapidly; i.e., all the
moments in the single-domain particle rotate in unison. Ferromagnetic signatures, such as
spontaneous magnetization, coercivity and remanence will be absent. Since the magnetic aniso-
tropy energy of an isolated particle is proportional to the volume of the particle, super-
paramagnetism is observed only in ultrafine particles. In the simplest analysis, superparamag-
netic relaxation can be described by the Arrhenius law 11
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T Toe c Vk (1)

where k3 is the Boltzmann constant, and T is the temperature. The value of to, related to the
natural frequency of gyromagnetic precession, has been estimated to be in the range of l- 9 to
10- 13 sec. The value of C includes the anisotropy energies from several contributions: magne-
tocrystaline, shape, surface, stress, etc. Supcrparamagnetic behavior can be observed, using an
instrument with a characteristic measuring time ('c), at temperatures above the blocking tem-
perature (TBi), which is defined by

(CV 2)Ti=kj~jln('i/'To)j.(2

It should be noted that the relaxation time may be more accurately described by a stretched
exponent rather than a simple Arrhenius law. This leads only to a minor modification of Eq.
(2).

Superparamagnetism and the associated blocking phenomenon have been observed in
magnetic granular materials by several techniques. 6- _8 1 -1 However, if only one measuring
time is employed, to and CV cannot be independently determined. The situation is vastly
improved if one can employ two measuring techniques with widely different characteristic
times. The two techniques we employed were SQUID magnetometry and 57Fe M6ssbauer
spectroscopy with characteristic times of "j= 10 sec and 't2=10

- 8 sec, respectively. 7 Further-
more, by extrapolation from the results of the low-field measurements, the characteristics at
zero applied field can be extracted.

The magnetization of Fe50 (SiO 2)50 (x, = 21%) under Ha = 50 Oe is shown in Fig. 6; both
the zero-field-cooled (ZFC) and field-cooled (FC) data are shown. It is evident that above TB1 ,
the FC and the ZFC data are the same and reversible. Bclow TBI, the ZFC and FC data are
totally different. In 57Fe M6ssbauer spectroscopy, the value of TB2 can be determined by not-
ing the temperature at which the magnetic hyperfinc interaction first appears.

One obtains from Eq. (2)

TBI ln('t2/'tO)-=- (3)
TB2 ln(tl/(o)

which is independent of the sample. Equation (3) can be rewritten as

'0 
= 

tl 't2 (4)

A large number of granular samples with low x, have been measured by both techniques.7 As
shown in Table I the same ratio TBIITB2=0.35 has been obtained for all granular samples,
indicating that to is essentially independent of sample. Using T1 = 10 see, t2

= 10-8 sec, and
THI/T 2 =0.35, one obtains To- 1.4x10 - 13 sec. This is a physically reasonable value. There
have been claims that the Arrhenius law can not adequately describe the magnetic relaxation
process in magnetic granular systems, because the To value obtained is too small8 ( 10- s). In
our study. the fact that TBI/TB2 remains essentially the same for different samples and an ade-
quate (tO=10 - 13 s) value is obtained indicated that the Arhenius law remains a good approxima-
tion. Of course, if a stretched exponential relaxation time is assumed, the to value will be
modified.
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Tab!e I

Deposition temperatures, blocking temperatures )btained from SQUID (Til), Mdssbaucr (T132),
and the ratio (TB,/TB2) for various granular samples.

Deposition
temperature sQU!D Mbssbauer Ratio

Sample (atomic %) (K) Till(K) T,2(K) TTB?
Fe50(SiO 2)50  300 30 86 0.349
Fc6o(SiO 2)40  3V, 58 167 0.347
Fc6o(SiO 2)40 b6;0 158 448 0.353

Co-sputtered Fe-(SiO,) 300 14 123 0.358

From Eq. (2) % , cai also obtain the magnetic anisotropy energy

CV = k=T,un(z,/t2YI-TniT)2 . (5)

Since the term inside the bracket of Eq. t5) is a constant, CV scaies linearly with the blocking
temperature. The average diameters of the small particles obtaipnd from TEM are 25 and 38
X for Fe50(SiO))o and Fero(SiO 2)4o, re.;pectively. Consequen'ly the magnetic anisotropy con-
stant C is about 1xl07 erg/m 3. TL. ,alue is about two orders of magnitude larger than bulk
magnetocrystalline anisotropy of Fe Kl=1x0 5 erg/cm 3),11 i:idicating that magnetocrystalline
anisotropy energy is not the main contribution to the magnetic anisotropy in these granular sys-
tems.

The essential feature of Eq..,) is Lnat Ti is proportional o CV. In Fig. 7, Lhe values of
TB, measured by a SQUID magnetometer, of various granuklr alloys (Fe5oNi5(4-Al2 O 3 are
plotted as a function of the cube of the mean particle radius.4 The linear relation indicates that
the total magnetic anisotropy energy density C is ideed independent of the
particle size.'" Using lfISQUID/t1o)=30 , we obtain C=3x0l7erg/cn 3, which again is much
larger than the value of the magnetoerystalline anisotropy energy for bulk Fc 50Ni5o
(Kl=l104erg/cm3). Tous it is apparent that the total anisotropy ciergy in granular magnetic
solids is dominated b) :ontributions (e.g. stress and 'urface) othtr than the magnetocrystalline
anisotropy.

We next turn to coercivity. Below T,,. single domain particles exhibit ferromagnetic
characteristics including coercivity (He) and remancnce. Coercivitics of single domain particles
are generally much larger than that of bulk material. The temperature dependence of H, is
dominated by superparamagnetic relaxation which leads to' 6

H(T) = H,(0)(l - -L) . (6)

This "rj dependence has been observed in many granular Fe spccimens.' 7" 8

Above TB, where the thermal energy surpasses the magnetic aniso.ropy energy, the
moments of the particles fluctuate freely as if in a paranagnetic system with each particle bear-
ing a giant moment. The ferromagnetic characteristics, such as coercivily and remanence will
be absent. In such a superparamagnetic state, the magnetization curve M(H) of a ,ion-
interacting system with uniform particle size is described by the Langevin function: t'

M = pMsL( ItH = pMslcoth( H  k) - k  T

k,,T kBT 4'H (7)
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granular (FesoNi5o)-A1203. Triangles, theoretical curves obtained with log-normal
squares and pentagons indicate substrate size distribution.
temperatures of 100, 300 and 450 C
respectively.

where p is the volume fraction of the magnetic particles, gx = MV is the magnetic moment of
a single particle with volume V, and H is the external field. Because I is large (=
saturation of the magnetic moments cannot be accomplished particularly at T :v TB.

In all real systems, there are size distributions. The resultant magnetization should be
given by

M MVH
M = pMf L(- V)f(V)dV , (8)

6 K11T

where L is the Langevin function as before and f(V) is size distribution. Assuming spherical
particles of diameter D for simplicity, a log-normal size distribution,

f(D) = -xp[ (nD-nD) 2  (9)
'42-lrno 2(lno) 2

is most often used. This log-normal distribution is just a Gaussian function in logarithmic
scale, and subjected to normalization

€ f(D)d(lnD) = 1 . (10)

Thus by fitting the experimental data M(H) to Eq.(8), one can obtain the distribution
characterized by D and cy. Two such examples are shown ivi Fig. 8, from which D = 19 X, o =
1.21 have been obtained for FeS(SiO2)60, and D = 23 X, o = 1.3 for Fe5o(SiO 2)50 . The sizes
are in good agreement with TEM determinations. Note that even with a field of 50 kOe, satura-
tion magnetization cannot be obtained at 300 K. 19

Other distinctive features of granular magnetic systems are the susceptibility (X) and its
temperature dependence. For conventional paramagnetic systems with atomic moments, X has
the well-known Curie-Weiss form of
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np2 2
peff BuS= 3kB(T-0) (1

Consequently, I/X will be linear in T. In the case of granular magnetic systems at T > TB, one
obtains, using Eq. (7),

pVMS(T)
A T for tH < kBT , (12)

for non-interacting granules. By including interactive effects, following Chantrell and
Wohlfarth,

20

2(T)

MX T (13)

Because of the temperature dependence of M,(T), 1/X is not linear in T. This is indeed
observed as shown in Fig. 9. The To values obtained are 10 K and 26 K for Fe40(SiO 2)60 and
Fe50(SiO 2)50 respectively.

Having obtained To for the samples, one can now deduce M,(T), the temperature depen-
dence of the spontaneous magnetization of the ultrafine ferromagnetic particles. In the F. 10,
we plot 4 x(T-To), which is proportional to M, of the ultrafine Fe particles, against T . At
temperatures higher than 150 K, the data can be well described by straight lines, i.e., M, fol-
lows Bloch's law:

Ms(T) = Mo(I-BT3"2). (14)

A noticeable departure from Eq. (14) at low temperatures where an enhancement of X is
observed. This is caused by the effect of size distribution. Even above the effective blocking
temperature, some large particles at the tail of the particle distribution still remain magnetically
blocked, which will generate a nonvanishing internal field and enhance the magnetic suscepti-
bility.

10 , ,1 1[ " •

8 F 50 (SI0 2 )50

4 iz 6 '0o=~ /6) .

- 2

0.7 - (F6 5 0 (SiO2 ) 50

0 100 200 300 400 0 2000 4000 6000 8000
0 T T ' 1. I
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t0:
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2" 0.7 90(i0)6
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Fig.9. Inverse susceptibilities vs Fig.10. *T0), which is proportional to
temperature under a field of 5 0e. The To
values were obtained from extrapolation. Ms(T), as a function of T3/ 2 .
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The fact that T32 dependence is observed indicates spin-wave excitation despite the small
size of the ferromagnetic particles. However, the spin-wave constant B of the granular Fe parti-
cles is very different from that of the bulk Fe. The spin-wave constants B obtained from Fig.
10 are 4.30><10 -' K2'J and 4.46xl -5 K2 3 for Fe40(SiO 2)6o and Fe5o(SiO 2)50, respectively, con-
siderably larger than the value of 3.3xl06 K213 for bulk Fe. There are several possibilities for
the increase. Theories and experiments2 1,22 on magnetic thin films have shown that the fluctua-
tion of the surface moments is larger than that of interior moments so that the B constants for
the surfaces are 2-3.5 times larger than that for the interior. In the case of ultrafine Fe particles
with diameter of 20 X, the portion of surface atom5 exceeds 50%, assuming that the surface
layer consists of two atomic layers. Thus a large B value observed in the Fe particles is, in
part, a consequence of the abundance of the magnetic surfaces. The other effect which may
change the B constant is the finite size effect. It plays at least two roles in the magnetic proper-
ties of the ultrafine particles. First, the physical properties such as spin wave spectrum may be
substantially altered from the bulk case, causing a softening of the spin waves. Second, the
geometrical size causes a cutoff of the spin waves with wavelength larger than the physical
dimension of the particles.

5. Enchanced Ferromagnetic Properties of Granular Fe Systems

Granular Fe-SiO 2 samples have been fabricated across the entire metal volume fraction
range17 0< x< 5 1 to reveal the evolution of magnetic properties. The superparamagnetic pro-
perties have been briefly discussed above. Here we will examine the ferromagnetic properties.
I, Fig. I 1 we show the coercivity (H,) at 2 K, 77 K and 300 K for a set of samples of granu-
lar Fe-SiO 2 deposited on room temperature substrates. The Hc data at 2 K are close to the
ground-state properties. Below the percolation threshold (x,,<xp), one observes a giant
enhancement of Hc, reaching a peak of 2500 Oe. As x, is increased further, H, precipitously
drops to a value of about Hc= 50 Oe, which is close to the value of sputtered bulk Fe, H c
remains at that value from x, = 60% to 100%. As shown in Fig. 12, for a given sample of
x, < xp, Hc decreases with temperature due to the temperature dependence described in Eq.(6).

3000
0 T=2K

2500 A T =77 K
v T =300 K 1.2

2000 1

1500 0.8

u
0.6

00.4 

500 v

0.2

0 0.2 0.4 0.6 o.8 1 0 5 10 15 20

Volume Fraction p T (K)

Fig. II. Magnetic coercivities at 2, 77 and Fig. 12. Temperature dependence of the
300 K of granular Fe-SiO2 films deposited normalized coercivity for samples with
onto room temperature substrates as a volume fraction 36.8%, 39% and 41.4%.
function of Fe volume fraction.
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Fig. 13. TEM micrographs of granular
FJ 6 0 "(S02 ) 4  

"  Fe6 0(SiO 2 )4 0 (29 vol.% Fe) films prepared
.', .at various substrate temperatures: (a) 875

9 -, K. (b) 675 K, (c) 475 K and (d) 300 K.
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- Fig. 14. Variation of coercivity of
(d) 300K',' . . - Fe60(SiO2)4 (29 vol.% Fe) at 6 K with

substrate temperatures.

For samples deposited at room temperature, larger particle sizes are realized in samples
with higher values of x,. Therefore, the observed increase of H, may be associated with the
increase of particle size. This indeed is supported by the following experiment. We deposited
samples with the same volume fraction (29%) at temperatures of 300 K, 475 K, 675 K and
875 K. The high substrate temperatures effectively enlarge the particles as shown in Fig. 13.
The values of H, for these samples increase rapidly with particle size as shown2 3 in Fig. 14.

There are two anomalies in the behavior of Hc in the granular Fe-SiO2 system. First, the
experimental results establish that H, increases dramatically with particle size. Second,
extremely high H. values (at least 2500 Oe) are achieved.

According to conventional theories, 11.12 for single domain Fe particles the rotation-in-
unison mode of magnetization reversal is more favorable than buckling and curling modes. In
this mode, the zero-temperature coercivity Hco is 2K1/M, where M is the magnetization and K,
is the magnetocrystalline anisotropy constant, which is independent of size. But 2K1/M gives a
coercivity of only 600 Oe. The chain-of-spheres fanning mode could provide a maximum H,
of 2700 Oe for an infinitively long chain in a random system. these extreme particle shapes
and morphology were not revealed in the TEM micrographs.

However, it must be recognized that almost all the existing models assume free-standing
particles dispersed in a nonbonding medium. In the granular Fe-SiO2 system, the particles are
strongly bonded to the insulating matrix and may be subjected to very large stresses. For
small particles, a large portion of the Fe atoms are at or near the surface, and the fraction of
surface atoms increases with particle size. The metal-insulator interfaces may dominate the
coercivity in such systems. Under a reversing field, the moment reversal may well begin first
at the surface and then propagate throughout the particle.

If the high H, and magnetization already realized can be further improved, granular
Fe-SiO 2 offers much promise as a magnetic recording medium. For high density recording,
the amplitude and width are proportional to -,IiMiHc and 4-iH, respectively where H, is the
coercivity and M, is the remanent magnetization. Larger H, and Mr thus assure better record-
ing characteristics. Some common recording media and their magnetic properties are shown in
Table 11.2

4 - 26. The low temperature values of H, and Mr of granular Fe-SiO2 have already
exceeded those listed in Table II, if only the excellent properties can be preserved to room
temperature. Another important consideration is that of recording noise, which roughly scales
with the particle size. Granular Fe-SiO2, containing ultrafine particles, enjoys great advantage
in this regard.
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Table 1I

Magnetic Characteristics of y-Fc20 3, Cr0 2 and Granular Fe-SiO 2

H, M,

y-Fe 20 3  300-550 Oe 80 emu/g
Cr0 2  600-800 Oc 80 cylufg

Granular Fe-SiO 2  1000-1100 Oc 160 emu/g

The coercivity data shown in Fig. 11 are from samples deposited onto room-temperaturc
substrates, where the metal granules are relatively small (570A). Consequently, Hc at room
temperature is much reduced, primarily because of superparamagnetic relaxation. Since the
relaxation rate depends sensitively on the particle size through Eq. (1), even a modest increase
of V (e.g. a factor of 2) would drastically alter the temperature dependence of the magnetic
properties.

The composition Fe75(SiO 2 )25 with x, = 0.42 was chosen for further exploration27
because a maximum in H. has been achieved near that volume fraction as shown in Fig. 11. A
number of process conditions such as sputtering gas pressure, deposition rate, substrate tem-
perature were varied in order to increase the granule size. Of those, the substrate temperature
was found to be most effective. As shown in Fig. 15, for samples deposited at 77 K !5 T :<
400 K, the granules are about 40X. Above T, = 400 K, granule sizes increase with increasing
T. The samples deposited at T,= 575 K contain grains of about 60X, and T,=775 K yields
grains of about 150 A.

By increasing the granule size, as facilitated by higher Ts, the coercivity is dramatically
affected in both magnitude and temperature dependence. As shown in Fig. 16, Hc at 6 K
increases from 1.5 kOc to about 3 kOe as T, is increased from 300 to 775 K. For samples
with T, > 800 K, H, at both 6 and 300 K decreases precipitously, due to sintering between the
granules. The partially connected granules effectively allow the formation of multidomain
structures, thus reducing H. A maximum of Hc at both 6 and 300 K is achieved with T, =
775 K. The values of H, of 3 kOe (at 6 K) and 1.1 kOc (at 300 K) are among the highest for
Fe particles. The high value at 300 K together with a large magnetization of 160 cmu/g are
particularly encouraging for possible recording media applications.

It- "..,"uI Fig. 15. TEM micrographs of Fe75(SiO2)25
I (x v  0.42) sputtered at substrate

temperatures of (a) 575 K and (b) 875 K).

0 00 00C CC

squareness of Fe7 5 (SiO 2 )2 5 (Xv = 0.42) at 6
and 300 K as a function of substrate

.,S, )?stem peratures.
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Finally, it should be mentioned that the superior magnetic properties of the granular
solids are microstructure controlled and can be tailored through process conditions. The insu-
lating matrix (e.g., SiO 2, A120 3) greatly enhances the chemical stability of the magnetic parti-
cles, and the wear and corrosion resistance of the media. Furthermore, since vapor deposition
is the most effective method of making granular metal lilms, the fabrication, dispersion, and
protection of the ultrafine granules, as well as coating onto desired surfaces suitable for device
applications, are achieved in a single process.

6. Granular Alloy Systems

Almost all studies of granular materials performed to date have been restricted to systems
involving a single elemental metal. Ultrafine metal alloys, both crystalline and amorphous,
remains largely unexplored despite the fact that alloys have almost always oroven to be more
useful and interesting than their pure metallic constituents. On the other hand, :hr fabrication
of granular alloys presents additional challenges over these posed by pure elemental granular
materials. It is not assured that metals will alloy in the form of ultrafine particles, instead of
forming individual grains of each of the metals. Further difficulties may be encountered in the
fabrication of ultrafine particles in which the alloy composition does not appear in the equili-
brium phase diagram, for example, amorphous or metastable crystalline alloys. We have
recently succeeded in the fabrication of granular alloys of Fe-Ni, Fe-Co, Fe-B, and Fe-Cu in a
variety of matrices. 4 Of these, Fe-Cu is an example of a metastable crystalline alloy and Fe-B
is amorphous.

In Fig. 7, we show that the blocking temperature (TB) of various granular
(Feso(Ni 5o)-Al O 3 samples are proportional to CV as expected. The value of C =

3<10 ergs/cm is much larger than the magnetocrystalline anisotropy energy for bulk Fe5oNiso
(KI = lxlO4ergs/cm 3). Below the blocking temperature, granular magnetic systems exhibit fer-
romagnetic behavior. The coercivity of the (FesoNiso)(A12O 3)i. alloy system is shown in Fig.
17. The value of the cocrcivity changes smoothly as the metal content is increased, and drops
off sharply at the percolation threshold. This is precisely the expected behavior of H, in granu-
lar magnetic system when the percolation threshold is crossed. It also underscores the
anomalous features of H, in granular Fe-SiO2 which are shown in Fig. 17 for comparison. It
should be mentioned that very similar behavior is also observed in the (FesoNiso),(SiO 2)t_,
system.

The case of granular metastable crystalline Fc-Cu alloys is particularly challenging. Under
equilibrium conditions, Fe and Cu have negligible solubility in one another, and form no
intermetailic compounds. We have demonstrated that, by vapor quenching, metastable FeCul_
can be formed at any composition.2 8 For x < 0.65, all of those alloys are fcc. The magnetic
ordering temperature of metastable Fe-Cu is shown in Fig. 18. Above the percolation threshold

.1 1000

2 bc-00,u 0

800

2 600 Fcc-F Cuij " o

0 400

L 200

0 20 40 60 80 100
Volume percent (ot.Z FQ)

Fig. 17. Coercivity vs volume fraction for Fig. 18. Magnetic ordering temperature of
granular Fe-SiO2 (squares) and granular metastable fcc Fe-Cu Alloys.

(Fe5()Ni5t))-Al203 (triangles).
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(x = 0.19), these alloys are ferromagnetic with an ordering temperature rising sharply with Fe
content. We will discuss samples of the metastable alloy Fe 35 Cu65 with T, = 250 K. Because
of the inherent metastability of this alloys, we have managed to fabricate granular Fe35Cu65
only within a limited range of process conditions. Samples of (Fe35Cu65)4o(Al20 3)6o have been
deposited at various values of T,. The x-ray diffraction pattems of two of these samples are
shown in Fig. 19. If the substrate are maintained at 100 'C, the metastable fcc phase, which
has been observed in pure sputtered Fe-Cu films, can be achieved, as seen in the upper curve.
However, at higher substrate temperatures the metal segregate forming isolated grains of fcc
Cu and bee Fe. The lower curve in Fig. 19 is typical of this case; peaks due to both of the
pure metal phases are clearly visible. The sample deposited at 100 'C was found to have a
blocking temperature of TB = 80 K, as shown in Fig. 20. Below TB coercivity is observed,
with a value of Hc = 620 G at 4.2 K. These results further confirm the granular nature of the
metastable Fe35Cu65 alloys.

7. Granular Fe in a Metallic Medium

Ultrafine Fe particles containing a single magnetic domain exhibit magnetic properties
that are strikingly different from those of bulk Fe. For Fe particles in an insulator such as
SiO 2 and A120 3, these samples are generally poor electrical conductors and often insulating.
New applications may exist for materials which combine the high magnetization and coercivity
of single-domain Fe particles together with a highly conducting matrix. Such a system, unfor-
tunately, cannot easily be obtained by co-deposition, since Fe readily forms alloys or com-
pounds with almost any metal. However, there are actually a few metallic elements with which
Fe is essentially immiscible. Copper is one such example as mentioned above. Although Fe
and Cu are immiscible, homogeneous metastable Fe1Cult, alloys over the entire composition
range can be made by sputtering.28 Because of the metastable nature of such Fe-Cu alloys,
recrystalization will occur at elevated temperatures, with a transformation into separated phases
of bee Fe and fcc Cu. In the process, Fe forms small particles whose sizes can be controlled
by the annealing conditions. In this manner the magnetic properties of these materials can be
optimized.5

Typical behavior for the evolution of the magnetic properties at room temperature is
shown in Fig. 21 for the case of Fe45Cu55, as it goes through an annealing sequence of 10 rain
at each annealing temperature (TA). The as-prepared metastable fcc Fe45Cu55 alloy is a soft fer-
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romagnct (Tc=36O K), with a vcry smail HC (< 10 Oc) and a squareness ratio (SQ=MR/MS) Of
less than 5% at room temperature. Up to TA = 250 OC, the magnetic properties do not change
appreciably. However, the value of Hc increases dramatically between TA =250 IC and TA
300 'C, reaches (Hc )maxS = 26 Oc for TA=350'C and thcn decreases as TA is increased further.
The value of SQ behaves similarly, reaching a maximum of 40%, also at 350'C.

The associated evolution of the crystal structure and microstructure of the s.-mple during
the annealing process has been determined by X-ray diffraction and TEM with its accompany-
ing electron diffraction, as shown in Fig. 22 and 23. The fcc structure is preserved up to
1 A= 2 5 0 C. Following annealing at 3001C, however, the bee aX-Fe lines suddenly appear, sig-
naling the recrystalization of the metastable alloy into fcc Cu and bce Fe. Thus the dramatic
increase in HC at TA=300'C is the direct result of the appearance of the ct-Fe phase. As TA is
increased past 300'C, the diffraction lines become progressively narrower due to the growth in

fcc FF4 5 CU5

60 A5

400

Fi.1 oom -epeatr coriiyo i. 2 X-a diffato atrso

Fc4 5 Cu 5 5 after annealing at TA for 10 min. Fe45CI155 after annealing at TA fnr 10 mn.

CU Cut=

As Fe ko

1.00 nm

Cu{J -

Fig. 23. TEM micrographs and elctmron
diffraction patterns of Fe3 4 Cu( 6 (a) as
sputtered and annealed 10 min 't (b) 200(C
(c) 300 C, (d) .400 C and (c) 500 C.
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grain size, which increases from l5nm at TA=3000C to 60 nm at TA =5000 C. Eventually,
when the critical size is exceeded or Fe grains come into contact, the enhanced magnetic pro-
perties begin to deteriorate.

8. Granular Spin-glass Systems

More recently, we have begun a study of granular spin glass systems. This is motivated
by the fact that the critical dimension29 for spin glass ordering is believed to be between 2 and
3. Spin glass ordering is observed in 3d systems, but as one reduces the spin glass film thick-
ness, the spin glass transition (Tg) shifts to low temperature due to finite size effects.3° For
sufficiently thin samples, where the correlation length exceeds the film thickness (e.g. 60 ),
2d behavior has been observed.31 We used multilayer of CuMn/A120 3 to study the finite size
effects. In order to illustrate the scaling behavior of Tg, we have plotted the reduced tempera-
ture e=[Tg(,o)-Tg(w)]/Tg(,,) versus the layer thickness w on a log-log scale in Fig. 24. We
have found that all of the data can be described by the simple finite-size scaling relation

T g( )- T g (W ) = e A w X  = [ ... _ _ (15 )
Tg( *) w0

with X = 0.64 ± 0.07, A = 6.7 ± 0.25, and w o = 19.5 + 1.1 X. The solid line represents those
calculated results. The value of X = 0.64 is quite close to the value which was obtained by
Kenning, Slaughter, and Cowen 30 for the thicker films in that study: X=0.63±0.15 for w_>150
A.

In ferromagnetic films, no deviation of T, can be observed until the films are only a few
atomic layer thick. In contrast, it is remarkable to note that significant deviations from the bulk
value of T,(**) = 34 K may be observed even in the samples with a thick spin-glass layer (w =
1250 X). Specifically it is the large value of the constant A ( or the zero-temperature correla-
tion length w0 ) which is responsible for the effect, and which in turn makes this measurement
possible. While theoretica calculations focus on scaling behavior and critical exponents, the
large value of wo has not been addressed.

The non-linear susceptibility is defined as

00I 03
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Fig.24. Reduced tcmpcratur. c = tTg(-) - Fig.25. Scaling plot for CuMn with
Tg(w)l/Tg(-) vs w, the layer thickness of thickness w = 60 A, where t = (T-Tg)/Tg,
Cu92Mn 8. 8=7, 0=6, and Tg=17.5 K.
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Table III

Experimental and theoretical values of the spin-glass critical exponents.

Exponent 60 A 88 A Bulk 2D Ising
8 7±0.5 7. 1 :W.2 4.4±0.2 (6.6)

6±1 6±t 1 3.9 (6.2)
0.86 0.85 0.9 (0.95)

y 5.1 5.2 3.0 5.3±0.3a
v 3.4 (d=2) 3.4 (d=2) 1.6±0.2 3.6±0.1b

I 0.5 0.49 0.11 (0.53)

a: ref. 32

b: ref. 33

yn(H,T) = XI(T)-M(1I,T)/H (16)

where XI(T) is the linear susceptibility. We expect Xn1 to obey the single-parameter scaling rela-
tion

Xni,(H,T) - H":8 f(t/H2' )  (17)

Here, t = (T-Tg)/Tg, 8 and 0 are spin-glass critical exponents which are related to the suscepti-
bility exponent by y = 4l-1/6), and f is a scaling function. Excellent scaling behavior is
revealed by the choices of Tg = 17.5 ± 0.25 K, 8 = 7.0 ± 0.5, and 4 = 6 ± I as shown in Fig.
25, where we plot x]/HZ18 vs to2fH.

Table III summarizes the critical exponents we have obtained from X,,, for thin layers and
bulk spin glasses. The quantities with errors are the directly determined values, whereas those
without error are derived from the scaling laws. As seen in Table Il, our results suggest such
a dimensional crossover. The experimental temperature range for the thin-layer sample is
clearly well within the 2D regime.

In the spin glass granular system of Cu92Mn 8 , no spin glass transition can be observed

for particle size of about 15A, consistent with finite size effects observed in layered spin
glasses. For samples above the percolation threshold, spin glass ordering exists but with a
depressed T, according to the metal volume fraction. These very interesting preliminary results
indicate a new realm for t'e exploration of granular magnetic systems.

9. Finite-size Effect in Lattice Dynamics

Finite-size effects in nanometer-size crystals can lead to physical properties markedly
different from those of the bulk material. 34 In many cases, the increased importance of the sur-
face in these nanocrystalline materials is responsible for the observed changes. For example,
different binding conditions for surface atoms can lead to stresses or strains which propagate
throughout the lattice of nanocrystals, altering the lattice spacing. Similarly, the restricted
geometry of such systems can lead to a phonon spectrum not normally found in the bulk
material. Consequently, the lattice dynamics and melting behavior of nanocrystals has been for
many years a topic of great interest in condensed matter research.

Experimentally, unambiguous finite size effects are difficult to observe. First of all, the
fabrication of nanocrystals, their protection from reaction with atmosphere, and their dispersion
into a suitable matrix are challenging requirements. The experimental techniques which meas-

ure finite size effect must be able to discriminate against a very large background due to the
matrix and other irrelevant phases in the specimen. For this reason, Mbssbauer spectroscopy is
an ideal tool for measuring multiphase samples since it only probes the local environment of
the absorbing nucleus and is not adversely affected by the macroscopic properties of the
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material as whole. This allows a simple and direct comparison between atoms in the bulk
material and in small particles.

Most recently, Hlayashi et al .3- used M6ssbauer spectroscopy to study the Debye tempera-
lure of 6.6 nm Fc particles bound in a matrix and f0und no different from that of bulk Fe.
Thus much smaller particle sizes appear to be a necessary requirement for the possible obser-
vation of such effects. In our case, inspection of Transmission Electron Microscopy pictures
revealed all samples to have a narrow distribution of grain sizes, with mean diameter 1.5 nm
and 2.5 nm for Fe-SiO 2 with 15 vol% and 30 vol)l; Fe. respectively. These sizes are smaller
than any other Fe nanocrystals studied for finite size effecLs.

In a Mossbauer experiment, the mean-square displacement <x2> of the Mossbauer atom
determines the f-fraction (or recoilless fraction) of atoms which participate in the recoilless
absorption of gamma-rays. <x2> in turn can be related to the temperature of the solid by the
Dcbye model, which establishes a relation between f and Debye temperature. On a typical plot
of Miissbauer data showing gamma-ray absorption versus shift velocity, f is proportional to the
area A under the absorption peaks. In the case of Fe, such an analysis leads to:

8 = -11.6(-dlnf -1 . dlnA )-1,2 (T>-) 1 7)
dT d[ 2'

Here OD can be directly obtained from the slope of a InA vs. T curve, without the painstaking
corrections to the background counts that are needed for an accurate determination of f. The

high temperature requirement (T>- --) amounts to T>2(X) K for Fe. All the granules in the
2

samples used here are small enough and well isolated so that they are all superparamagnetic at
T > 200 K. Thus the M6ssbauer spectra of these samples for T > 300 K never includes the
complications of magnetic hyperfine interactions.

The Debye temperature (8)) for bulk Fe is found to be 388 ± 20 K, in good accord with
previous published results. However, 8D for nanocrystalline Fe sharply decreases with decreas-
ing particle size to 344±16 K and 259±18 K for 2.5nm and 1.5 nm particles in SiO,2 , respec-
tively. This is the largest decline of Debye temperature observed in microcrystals by the
M6ssbauer effect, with a 35% change from the bulk value for the smallest particle size. 36

In Fig. 26 we plot OD(d)/(oo() versus particle size d. The solid line is the theoretical
result using a self-consistent Einstein model with the Morse potential. Excellent agreement is
evident in the magnitude of the decrease, in excess of 30c for particle size around 1.5 nm.
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Fig.26. OD(d)/@D(-) versus partcles size d
for the theoretical calculation (open
squares) and Mossbaucr measurements
(filled circles).
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10. Applications

The applications of granular solids utilize several unique characteristics of these systems:
extra degrees of freedom (granular size and metal volume fraction), enhanced physical proper-
ties due to finite-size effects, tailored properties and nanocomposite nature. The following are a
few examples of possible applications:

1. Magnetic recording medium: By capitalizing on single-domain properties, one can real-
ize high magnetization and tunable giant coercivity in granular magnetic solids with charac-
teristics comparable to, or better than those of the existing medium. Together with enhanced
hardness, wear and corrosion resistance, granular magnetic solids are promising media for
recording disk applications.

2. Thin Film Resistors: Since the resistivity of granular metals can be varied over many
orders of magnitude by simply changing the metal volume fraction, thin film resistors, particu-
larly those with high resistance, can be readily achieved.'

3. Environmental Resistant Coatings: The nanocomposite nature of granular metal solids
leads to much better-wear and corrosion resistance as well as hardness, while maintaining
metallic characteristics. In many applications where metallic thin films are used, granular metal
films can substantially strengthen the integrity of the thin films.

4. Thermometry and Sensors: The resistivity of granular metals with low metal volume
fraction displays a universal temperature dependence and highly reproducible magnetic field
dependence. Granular metal films can be used as thermometers at ultra-low temperatures (<1
K) and as sensors for magnetic field.37

11. Summary

Granular magnetic solids are a good example of artificially structured materials. Starting
from two very ordinary materials, Fe and SiO 2 for example, granular Fe-SiO 2 may be produced
and seen to display a rich variety of physical properties. Below the percolation threshold the
magnetic properties of an assembly of isolated single-domain particles of nanometer sizes have
been studied in considerable detail. Across the percolation threshold, enhanced magnetic pro-
perties, particularly coercivity, have been uncovered. The improved properties show potential
for applications, among them, as magnetic recording media. Further exploration of granular
magnetic solids of other magnetic elements and alloys are in progress.
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1. INTRODUCTION

F~ine magnetic particles are scienitifically arid technologically very important. The
p~articles are of great scietiific intecrest iii developinlg a better understanding of mnag-
niet ic phleniomena. F'romn the technological point of view, t hey find wide applications
ini many tyvpes of materials inclunling magnetic tapes, ferrofids. cat alysts, miedical

diagnostics, drug delivery systems, arid pigmients in paints and ceramics."' Mlagnetic

p~articles are also found in the cells of somne animals anid in some bacteria which help
thenm to navigate in geomnagnetic fields. 2 .3,

llesearcli on fine magnetic- particles started in late 19,10 s3 and peaked in the
1950's. One of the milestones of that development was the emergence Of domlain

lheorv5 which led to tilie concep~t of single dlomain particles' andl magnetic anisotrIopy
cont ribut Ions giving rise to perinient magnet behavior anid superparamniagnietisill. 8

Mlore recently the potential app~lication of fine magnetic p~articles in magnetic recordl-
iing liedia9 has reactivated experimental and theoretical research in these systems.
In .Jalanm' a five year research and development project on ul~trafine magnetic p~art i-
cles (T IFIN) has been su pportedl by the government to obtain fuirther basic knowledge
andl technology for utilizing 1JTEs as a new category of materials. Today fine par-
ices are being uised in magnetic recording media in the form of acictilar J-FV2 O3 ,

cobalt-1 modified 'y-Fle 2 0 3 , iron, chroiimi dioxide, iron nitride. arid bariumn ferrite(

p~articles (for lperlpeniidcuar recording materials). These particles are single domain
and~ have high inagniet izat ion, large coercivity, narrow size distribution, goodl dis-
persihi lity arnd high iiiecliaiical strength to ensure a strong ouit it and a low Signal
nise5(.

'I'hiere are several techniquies for the preparation of fine p~article's including chemni-
cal reduict ion'''21 14, thernmal 1., spark erosion 1 6 , aerosohization 17 vapor deposition!),' 5 ''"
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and s puttering 2° - 2 . Most of these studies so far have been made on transition metal

based systems. Elongated Fe and Fe-Co fine particles ({/d > 10 with f = 30 nim)
with I, about 1000 Oe have been produced by electrodeposition into mercury. A
higher coercivity (--, 21,10 Oe) has been obtained22 in enlongated, but coarser Fe
particles (f/d - 65, ( - 130 nm; produced by reducing geothite (FeOOlI) particles
with hydrogen gas). Reduction of transition metal ions by NaBhl4 or KBII4 has been
used''"2 1 ' to prepare fine crystalline Fe, Fe-Co, Fe-Co-B and Fe-Ni-B particles hav-
ing sizes in the range 10-100 uin with 14, - 200-1000 Oe and .1,, - 100-140 emu/g,
with the lower values corresponding to amorphous particles. Amorphous Fe-C par-
ticles with a size of 8.5 nm have been prepared by thermal decomposition of iron
pentacarbonyl.' 5 Spark erosion16 was also used to prepare amorphous Fe(Co)-Si-B
particles in the range 5 nm - 25 t. Very recently, aerosol pyrolysis has been used
to prepare fine iron-oxide and barium ferrite particles"7 with interesting magnetic
properties. The latter particles have also been produced in glassy matrices. 3 Gas
evaporation is the most widely used technique9 "0 for the production of fine particles
with a size range between several nanometers to micrometers. With this technique,
narrow size distributions can be achieved,"8 leading to coercivities as high as 1580
Oe and saturation magnetizations up to 200 emu/g 2' A similar behavior has also
been observed in granular solids where crystalline Fe2 1'' and amorphous Fe-Si 25 fine

particles have been embedded in insulating Si0 2 and BN matrices by sputtering. In
Fe-SiO 2 the room temperature coercivity was 1500 Oe reaching a value beyond 2500
Oe upon cooling to 4.2 1.21 Sputtering onto sputter-etched polymer substrates has
also been used 22 to prepare crystalline Fe, Fe-Co and amorphous Fe-B and Co-B
particles.

The magnetic properties of fine particle prepared by different techniques have
been found to be different for the bulk. In ultrafine indium particles quantum size
effects were found to affect the spin paramagnetism of small particles leading to a
saturating magnetic moment at relatively low fields. 6 The reports are controversial
on the size dependence of magnetization. Luborsky et a 27 claimed that AI, of ul-
trafine Fe particles prepared by electrodeposition was invariant with size even for
particles 1.5 nm in size, where 50% of the atoms are on the surface, indicating a
complete ferromagnetic coupling. lowever, for most of the Fe-based particles stud-
ied, a thin oxide coating has been found to protect the metallic core from further
oxidation. In these particles Tamura et a12" found the hyperfine field coming from
the interface Fe atoms to be about 8% larger than the value of bulk Fe, indicating a
larger moment for the Fe interface atoms. A similar observation has been made by
Shinjo et a129 in Fe thin films. The possible presence of a nonmagnetic (dead) layer
in the surface layers remains a controversial issue 0 1 Berkowitz et a13 2 postulated
the existence of a non-magnetic layer of 0.6 nm to explain the dependence of M, on

particle size in y-Fe20 3 particles. However, as pointed out by Morrish et a1
3 3 and

Coey et a1 4 the surface spin structure of fine particles is canted and this can account
for their lower magnetization. The spontaneous magnetization and Curie tempera-
ture of Fe7 5 Si1 5 B1 0 alloys have been found to decrease monotonically from ribbons
to particles with decreasing particle size.35 Berkowitz and Walter35 attributed this
to differences in short range order with an increased number of metalloid atoms
around the Fe sites in fine particles.

In the past three years we have developed and refined some techniques for prepa-
ration of fine magnetic particles in the size range 2-500 nm with reasonable parti-
cle size control. Extensive characterization studies have yielded some fundamental
knowledge of magnetic behavior for such small particles, and have uncovered some
novel, perhaps unexpected magnetic properties.
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Figure 1. Bright field rnocrograph Figure 2. Magnetization as a function
showing the morphology of Fe particles, of particle size.

Throughout this work we have investigated two broad classes of materials: (1)
Theories3' and experiments have shown that the fluctuation of surface moments are
larger than those of the interior so that B of the surface atoms is about 2-3.5 times
larger than the interior. The problem, however, might be more difficult because
of the possible lattice softening of the small particles 3

1 (and therefore softening
of spin waves) and the geometrical size effect limiting the value of the spin wave
wavelength. 21 Additional studies are needed to clarify this issue.

The smaller particles showed a superparamagnetic behavior wit h a blocking tern-

perature, TB, below 300 K. Above TB no hysteresis was observed (Fig. 3a). The
increase in H, with particle size at 300 K is due to thermal effects observed in par-
ticles with size below the single domain particle size (Fig. 3a). At 10 K, thermal
effects are negligible and a different behavior is observed; H, decreases from 3100
Oe to -* 1500 Oe as the particle size is increased from 25 to 100 A (Fig. 3b). The
smallest particles had a coercivity of 3.4 kOe at 10 K, which decreased down to
negligible values at 150 1K, whereas the magnetization did not change drastically
with temperature. At room temperature the maximum 1f, was 900 Oe correspond-
ing to a M, of 150 emu/g and a corrected particle diameter of 11 nm. The strong
temperature dependence of coercivity (Fig. 3c) is discussed later using MNssbauer
spectroscopy.

The Mssbauer spectrum of an Fe sample with core diameter of 96 A is shown
in Fig. 4. Two magnetic hyperfine splitting patterns were found at a temperature
of 85 K and below, which were attributed to a-Fe and a mixture of Fe30 4 and
y-Fe 20 3 . Above 85 K a broad absorption band due to Fe-oxide is superimposed
on the a-Fe spectrum. The expected quadrupole splitting due to superparamag-
netic particles was absent. Several explanations have been proposed to explain this
behavior. Ilaneda et al" s and Tamura et a12s explained this broad absorption by as-
suming the existence of an asymmetrical uniaxial anisotropy in each Fe-oxide grains
because of the presence of an unidirectional anisotropy due to the interaction with
the metallic core. Because of this, the hyperfine field does not vanish even in the
superparamagnetic state. The broad absorption band is explained by the distribu-
tion in the average hyperfine field because of the distribution in particle size. For
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Small metallic particles. In this work a critical feature with which we have spent
considerable effort has been to develop chemical means of protection from oxidation.

Without such protection small metallic particles are doomed to complete oxidation
(luring study and/or use. (2) Small metal boride and oxide particles. In this work, in
contrast to metallic particles, the challenge has been to develop means of obtaining
desired particle sizes, morphologies, and chemical compositions.

So far our work has been very successful, both scientifically and technologically.
We managed to produce fine Fe-based particles with high coercivities and uiique
properties which in most cases cannot be explained by existing models. In this
article we will focus on the techniques of vapor deposition, reduction of metal ions
and aerosolizat ion.

II. VAPOR DEPOSITION TECHNIQUES

A. Fe-Smoke

In the evaporation-deposition technique, the deposition metal is vaporized in
the presence of an inert gas. The metal vapors undergo collisions with the inert
gas atoms resulting in vapor cooling, which causes a decrease in its mean free path
leading to particle nucleation. Thereafter occurs the growth process which results in
coagulation of the particles to form agglomerates which are then collected on a cold

u substrate. Gas pressure below 10 torr results in the formation of fine particles
with sizes of a few luiindred angstroms.

We have studied in some detail the properties of fine Fe, Co and Ni particles
prepared by evaporation in an Ar atmosphere at pressures in the range of 0.5 to 8.0
Torr. After deposition, the samples were subjected to a few hours soak in a diluted
air-argon mixture to passivate their surface. The specimen was then removed to
the atomsphere, weighed, and immobilized and sealed from further contact, with the
atmosphere by mixing with molten wax in a quartz capsule. In this paper we will
concentrate only on Fe particles.

X-ray arid selected area diffraction patterns (SAD) showed mostly the presence
of a-Fe lines and a few Fe2 O 3 lines with the oxide lines being very diffuse. 3 The
particle size measured from dark field micrographs was smaller than that of bright
field indicating the presence of an oxide shell coating the metallic Fe core. This was
further observed in bright field micrographs where rings of diffent contrast are seen
around the core particles. Clusters of paticles appeared in the electron micrographs
when the deposits were sufficiently thick. No tendency for long chain formation was
observed (Fig. 1). Most of the particles had nearly spherical shape with a total
diameter in the range 5 - 20 nm. The core diameter range was 2.5-17 nin. This
range falls in the single domain regime which for Fe is about 15 nm.6

The highest value of M, was 200 emu/g for particles with an average size of
14 nm; this is 90% of the bulk value (220 emu/g). It was observed that as the

particle size increased the apparent magnetization also increased (Fig. 2) because
the oxide coating of constant thickness constituted a smaller fraction of the volume

of larger particles. The temperature dependence of magnetization shows a common
trend in all fine particles. For Fe fine particles,36 the magnetization can be fitted

to the BT' / 2 law 39 predicted by the spin wave theory but with a value of the spin
wave constant B much higher than in bulk Fe (BFe - 3.3 x 10" 12/3). Xiao and

Chien"' found a similar behavior in Fe granular solids with 13 - 4.5 x 10 1 213 .
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miagnet ic above 85 I\. thle samnple as a whole shows an H,11 of 307 Oe (ve-(it at roomi
temiperatuire which increases to 161:3 Oe at cryogenic temperatures where b)othI thle
shell aiii thle core show magnetic hiyperfine splitting. When the oxide shell around
lie Fe corc becomes sup)erparamiagnet ic ab~ove 85 1K, it affects the magnetization of

he-core significant ly throuigit exchange interact ions. In the smaller particles where
lhe core is Smiall enioiighi the flictuat ion of thle moment iii thle superparainagnetic

oxidle shelf1 succeeds iii making thle whole particle soft. fin thle bigger particles. where
the ox i e- to-F1e ra t io is iimucli lower, the thIiermnal fI net iat ions of thle ox ide monment
ale iiot strong e nou gh to miiake thle magnet ic core nmag net icallyv soft aiid lien ce t he
coercivity is niucli higher at room temperature.

Th'le coercivity of thlese Fe particles call not be explained by any, of thle existing
models of it agnetic hiyst eresis assuinig the values of If,~ and K for bulk kF. 'Ihlese
ptarticles behave like they have at large effective aniisot ropy an ordler of magnitude
higher than bul1k Fle. W\e believe that thle miagniet ic hysteresis p~rop~ert ies are coni-
rolled bv thle natunre aii miagnietic state of thle suirface layer andl its inlt eract ion with
the met all ic le core.

111. REDUCTION OF METAL IONS BY NaBH.,

(Jltrafiiie transition mtetal boron p~article's were svnthtesizeil by reduction of metal
salts with Iai a I in aquieous solution.' i3,i4,1 O Amorphous high boron conitenit po0w-
ders are usuially p)rodutced by dropping the Na13114 solution into lie FeC13 solu1tion.
Hlowever, if the two solut ions are mnixed in a Y-junction, a low B concentration p~ow~-
der is obtained which is also crystalline. The particle size can be variedl by changing
the concentration of solvent and soIlution. Normally a lowv concenitration soluit ion
leads to larger particles. Also thle use of et hanol instead of water leads to smaller
particles becauise of the faster reaction rate.

The systemns we have stutdied include J'e-l3, Fe- Ni-B. Fe-Co-B and Co-13 p~articles.
First we stutdied the magnetic p~rop~ert ies of Fe-B3 particles. thlen p)ickedl a p~art ictilar
Fe-Bi sample an(l gradlilallv replaced Fe with Ni or (Co to observe hiow te ie agnetic
properties were changed. Thei mnaglietic alid struct ural properties of these p~articles
are briefly discussed btelow.

A. Fe-B particles

X-ray diffraction (XRI)) patterns T;howed that, the particles were aniiorplis for
boron concentrations more than 20 at. Z. otherwise they were crystalline. T'ENI
showed that p~articles formed chainlike st ructulres aiid t heir average monomier size
rangedl fromt 30 to .50 nim. 11, increasedl with decreasing particle size (Fig. 5). For a
given size, 14, increasedl withi increasing boron concentration, reached a maximum of
more than 1000 Oc near 15 at/X, B., and then decreased. AM, displayed the opposite
behavior with a minimutm value of aboult 60 eiti/g. W~e believe this is due to the
surface oxidation Of thlese particles. As size decreases, the sulrface to volume ratio
increases hence oxidlationi increases to yield smaller Al,. The oxidized layer enhances
lie effective suirface anisotropy which yields larger 14,. At higher B concentration

the particles became amorphous and this change in mnorp~hology caused 14, to drop
while 1!. inicreasedl.
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Figure 5. Coercivitv of Fe-B particles Figure 6. Particle size aiid hoioi con-
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B. Fe-Ni-B particles

For this study' wc have chosen a Fe-B sample with Fe/B =20 (at) which
showed the largest 11, (1050 0Oc ). We then replaced Fe with Ni. Unfortunately,
the boron concentration in the p~articles also changed (Fig. 6). Regardless of this.
we studied the magnetic p~roperties as a funiction of nickel salt niolarity. I( Ni). of
the solutions usedI to mnake the particles. XRD patterns showed that thle particles,
became amorp~hous when MNiM) > 0.0.5 Ml and at the same tine thle p~article size
increased from a constant value of 10 in t~o 30 i for NI(Ni) > 0.07 M. 14, at,
10 1K show~ed anl initial increase, reached a maximum of about 1350 Oe for M( Ni)

0.015 MN, then dlecreased for higher M(Ni) (Fig. 7). \Ve concluded that a small
amlounit of Ni addition into the Fe-B system increased the magnetic anisot ropy aiid
that caused II, to increase. .11, data showed a monmotonic dlecrease for thle range
M(Ni) = 0 to 0.07 M. After that, it sharply dlropped1 to almost zero, A~t higher
boron concentrations Ni-B becomes nonmagnetic.

C. Fe-Co-B

Fine Fe-Co-B p~articles were p~rodumcedl by a two step) procedulre. First, a ONI
NaBII 4 aquleous solution Was added (lrolpwise to a 0.-IN mixed FcCi:, and ('(412
aqlueous solution while the ItI value of thle solutionm was kept at, S. The black p~recip)-
itates were rinsed with distilled water and acetone, andl dried in anl Ar atmosphlere

chamber.
All thle as-made powdlers were amorp~hous except those withI boronl content lower

than 10 at%. With varying Fe:Co ratio, the amount of boron was found to vary' inl
tile range 5-30 at%, The dlependlence of Co and( B content and p~article size onl ' h
Fe-:Co ratio is shIown in Fig. S. The particle size obtained Was in the range of 20-:30
rim. The saturation magnetization of as-made p~owdlers was relat ively low, with a
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m1axi iuni Value of about 90 etiu/g. A coe-rcivity- of about 1100 Oe at :100 XK Was
found inl anl as-mnade cryst allinie sample withI boron content of about 10 at(/(.

11wi magnetic properties of amorphous andl cst iie isolated particles as a
funiction of le:(o ratio are shown ili Fig. 9. Thle niaxiitnu ni satrat loll nmaotizat io11

ob~tainied is 160 cmiu/g for a sampllle tIiadle with IiF:Co=-l whichl Correspondls to 10
07c 13. This is jlucli different from hulk Fe-Co alloys where the maxinImIII Was

ob~ta inted at :30 at V. Co!' bult simnilar to thle Nl- Fe( Co)-B1 allo ' s where Ihle tnaxitnlin

is ab~out 12 at% Coi"l'The sattirat ion magnet izat ion of ally compositioni corresponds

to 75-80%X of t hat of builk iron-cobalt alloys. Thec other 20V: is proballY anl oxidle.
but none of the oxide peaks were detected by X-ray dliffract ion may he becauise
hey are too broad andl (ifusedl. Thel( nmaxinmumr coercivit ies obtainted for thle isolated

piarticles were 1655 Oe at 10 1K inl a 25 atc Co powder, and 1910 Oe at :300 lK ill
a :15 at(A Co sample. Thie II.) ximum (*()erci vity is shifted to ( o- rich powders when
tie temoperatutre is tIcreasedl froin 10 1K to :300 1K.

The coercivity as a fuinct ion of tempileratutre for bothI aniuialed isolated and(

p~ressedl particles is shown inl Fig. 10. An anomalous behavior is observed with
the( temp I era tuire coe lii.ient of coercixit y dlep~eniniig Onl thI e Fe:C(o rat io. \V l thei

p~owdters contain onily onie tranisit ion metal, suich as Fe-Il. (o11 I lie temperatutre
c~oefficient of coerci xit V is neaie vlith -oriiya low tempileratutres beinig

greater than t hat at biighier t eumperatutres. Hlowever, when the powxders coti mbothI
Fe andl Co, regardless of composition. thle coefficient, gradually chlaniges to posit i y
as shown iii Fig. 10. Thiie temperatutre coefficient of coerci vity ill p~ressed p~owdlers
is always found to be niegat ive withI d ifferenit ratio of Fe:Co similar to t hat for itost
hulk muagnets.9

ItI sutiiary, thlese sy~st ems display a widle variety of plhctioienia. Oxide layers
sevtut to bte niore impulort ant ill the if-oil svsteins. (0 anid perhuaps Ni have p~oor

magnetic properties uttil anntealed to stoi'chiomuetric or (cryst alline phlases. Most
li kely two (Ii fernt sources of anisot ropy and heiice 11, are ituvol ve. Fututre work
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wil I~ on ceir(I withI conmiparing ilicse syst ems frthIer' an (I con trolling thel su Irfa ce
clheical featlres.

IV. AEROSOL SPRAY PYROLYSIS

B cooizilig, (Irving anml baking aqrrous solutions of pil( and miuxedl net al
salts. we canl create nrearlyV air m retal oxi(le or nmixedl metal oxi(le p~articles coicevlX-
ahle. 12 ' Ai aerosol generator was rIsed'1 to SNirtll IrsZe t~re finle p~artidles from alire-
oris solutionus of pire,( andI mixed'( miet al salts. lire soluntion was fedI to a coirstairt
outpunt at oririzer (MNode(l :1075. i'SI. St. l~arrl. MN) operatedr by a nit rogein gas flow
of 2.61L/mnr at a pressrire of 315 psi. Thre liqtuid dIrop) aerosol st ream p~assed throrughr a
(lilson (fryer to remove %vater ari thlen was heated to 800 0C as it p~assed throrughr a
tribe furnace. Tlie aerosol partiles were collectedl oii cover glasses by thlerinoplore-
sis after they passedl thrrorugh tire tribe furnace. Powder samprlles were out aiiie(l by
scrapring t re particles off t lie Cover glasses. FirthIer lirat t reatmrenit was also mrade ilr
a niit rogenr enviroirimeirt at 8000 C.

A. Iron Oxides

fron oxidle particles wit Ii mnedianr diamiet er about 100 n in were crcatedl by spray

p~yrolysis Of Fe.2( SO 4 )rsol tiIS 1 ,i7 le phas~es producedl could b~e cliarrge(I fromi
-1 to 0- Fe2 O3 to) FV3 0-i by Ireatirg inl either air or N2 (F"ig. 11). 'Irel( magnietic
p~roperties of tire partidles direct ly followedI from tbre phases p~resent aurcl thiir bIm1k
p rop~ert ies . ThIis proj ect. I lvelope I our t cliiiq ne andI (lerror rst rat I thel imi rport aircc
of tire d ifilsioni dIrier, withIorut which thre p~articles We're hrollow sphelres.

B. BaO.6Fe 2O3

Bar irrm ferrite wa createdI from air aqueouns solrutiorn of Ila an(h IFe3+ niit rat es.

Aniovel phase was found ill the as-receiveli samples. Tlhrese spherical p)artiiles were(
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F'lire 11. Magnmet ic properties of' rsalie airilili ferrite. part icles.

aliiorlhlls wVith a (liallilttr alloiit 100 11111 and iplailae a sjpiniglass behiu~orl1'g

12). 11)011 atinealiig at 8000(' the salinple becamic ryst alhiiie. wIt li hiexagonaul m11(r-

phIology (1 ig. 1:3) anrd the usual hulk mtagnetic jlropertiue, of hariltint ferrite (Fig.
1-1). This work (demnlist rated t wo impJort ant aspects of this spraY prol vsis techles:
(1) thle ahilit v to create mnixed oxides uising short times and low I enperat tires comn-
paredl to standlardI, time consuinig iinig-sinterving teclii(11es: and~ (2) thle ,miall

size allows for quick (ienicliilg into mtetastable states which Ini t his case led to an
lhe ret ofore' miknk !Iph a se.

CONCLUSIONS AND FUTURE DIRECTION

Ouir StmIjdes so far have beeni very successful. We have developed and relitied
se'veral tecii14s for prep~arat ion of fine magnetic particles wit Ih a size' in thle range
(if 2-5001 1411 depienintg on thle 1irocediire. l-xteiisive cliaracterizat ion stinlies have
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vieliled some fundiamen'mtali knoiwledlge of magnietic behavior for michi small piat I tli's
and hIiaxe un rcove red som e n ovel, pe rha p Suinex pected propert ies. W\e hiave p)roduIced
imagnet ically adF andt Fe- H particles which possess an anijsot ropy and coerci xit 'v
one to two orders of nmagnitud~e higher t han In bulk. Most of the part ils mtade
are coated lby a surface layer oxide which is very import anlt teclimologica Ily mid
thieoret ically. The miagnieltic state of the surface layer anid its injteractionl withI thle
niitallic core are founid to affect the muagnietic properties of t ie( particle sigmiilic;int lv.

lhere is st ill muicli to be learned ab~out magnietic effects ]i small part (1(..

The nalture andt mlagnietic st ate of surface layers anid thiir effect on the particles'
aniisot ropy amid miagmietic hysteresis needl to be clarified. Thlere is also a great need

ior systeniat ic stutdies il order to understand better the miagnet ic hysteresis lnliav-
ior. Ini thle paist thle overioliiplificd thleories of single dlomaiin p~article amid fauimili

hlvi\ beeni used( tot ('xiliiili thle coercivities of particles eveni thoiuighi Inict~t r.ii4. tire

aiil( Iliagmiet it prirrt itS dlid not supp~lort tite idea. The hysteresis Iwliavior oif liese

pll If's is mitt hr comiplex and cami not be' explained't by existing miodetls. Thius, at
lew ;ilpitid to tiese pirobllemis is ilvee.
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MAGNETIC NANOMETER SYSTEMS AND MOSSBAUER SPECTROSCOPY

A. H. Morrish and X. Z. Zhou

Department of Physics
University of Manitoba
Winnipeg, MB R3T 2N2, Canada

1. INTRODUCTION

At the one extreme, atoms and molecules have been investigated a very long time
and a vast amount of knowledge has been garnered using sophisticated experimental
and theoretical techniques. At the other extreme, condensed matter has been inten-
sively studied over the past few decades and much is now known about its properties.
The phase transition between these two extremes is much less well known; conditions
appear to be ripe for a widespread surge of interest in nanometer systems of atoms
and molecules.

A nanometer system may be defined as matter that has one. two, or three dimen-
sions severely restricted in size. To date, most attention has focused on thin films (one
restricted dimension) or on ultrafine particles (three restricted dimensions); however,
filamentary or wire structures (two restricted dimensions) no doubt will become more
topical in the future.

All nanometer systems possess, of course, diamagnetism and a sizeable fraction
also display paramagnetism. A much smaller class are said to be magnetic, a term that
implies strongly-coupled magnetic dipoles are present; examples are materials exhibit-
ing ferromagnetism, ferrimagnetism, and antiferromagnetism. Magnetic nanometer
systems, by owning an extra accessible property., can be probed by additional meth-
ods. One of the most important of these is Mossbauer spectroscopy; this is the subject
matter of this chapter.

Since the discovery of the M6ssbauer effect in 1958, several experimental arrange-
ments have been developed. By far the commonest used set up is a transmission geome-
try (called Transmission M6ssbauer Spectroscopy, or TMS). Besides offering simplicity,
TMS often provides all the data required. In addition, various scattering techniques,
including polarized M6ssbauer spectroscopy, have been successfully demonstrated (for
a review, see, for example, Wagner'). Although more information is obtained, fre-
quently the price is increased experimental difficulties, lengthy data-collection times,
and more complex analyses. As a consequence, scattering methods have not found
widespread adoption. An exception is Conversion-Electron Mossbauer Spectroscopy,
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or CEMS. Only TMS and CEMS will be considered in this article. Both some ad-
vantages and limitations of these techniques will be discussed by considering several
examples of one and three dimensional magnetic nanometer systems.

2. MAGNETIC ULTRAFINE PARTICLES

Particles less than 1.0 nm in size are probably better called clusters; after all many
atoms and ions are about 0.1 nm in diameter and some are significantly larger. The
number of atoms in a cluster can determined by some mass spectroscopy method. Some
clusters may be present in a host, for example dilute alloys; whether or not such clusters
actually occur would seem to depend on the preparation conditions. Powders generally
consist of a range of particle sizes; some may lie in the subnanometer region. Some
individual particles may have an outer layer of subnanometer crystallites, for instance,
metal particles passivated by an oxide. Although, some analyses of M6ssbauer spectra
have considered that clusters may be present, clear cut evidence is lacking. Magnetic
subnanometer particles have the potential to be objects of future investigations.

The lower limit for a nanometer particle then is in the vicinity of 1 im; the upper
limit is much more contentious. An average diameter of 1000 nm (1 m) enters the
micron-size region and would seem to be too large. Perhaps a figure around 100 nm is
acceptable. There is already a substantial literature on particles in the micron range.
Even though these particles are usually in their bulk crystalline form, a number of
interesting new properties, including surface effects, have been observed.

A number of methods are available to make nanometer particles and clusters:
some are new technologies, others are not so new. Some of these ultrafine particles
may be in non-equilibrium crystalline, quasi-crystalline, icosahedral and amorphous
phases. As such they may possess physical properties that differ greatly from those of
bulk material and that may lead to new applications. These prospects are responsible
for the current excitement and activity in nanometer particles.

A few ways to produce nanometer particles will now be described briefly in order
to provide some flavor of the principles involved; the listing is incomplete. Evapora-
tion into an inert gas (argon, helium, etc) at a reduced pressure has produced metallic
particles that resist clustering but form a lace-like pattern. 2 Atomic aggolmeration
has also been achieved in cold liquids, for example after evaporation nanometer iron
particles have been prepared in cold pentane.3 Fine metallic particles have been em-
bedded in glass (SiO 2 ) by sputtering.4 Direct formation by hydrothermal synthesis
starting with a mixture of nitrate salts and aqueous NaOH has been used to make
barium ferrite particles.' Chemical coprecipitation has long been a favorite technique;
an alkaline solution is added to a salt of the selected ions and the suspension formed is
dried and heated. 6 Another approach is a three-component micro-emulsion technique
that consists of two immiscible liquids, water and a hydrocarbon, together with a sur-
factant that reduces the interfacial tension. Nanometer Fe2O3 particles were made by
adding Fe(NO3) 3 to the water, using 2-ethyl hexanol as the hydrocarbon, and sorbi-
tane mono-oleate as the surfactant. The mixture was emulsified by ultrasonic agitation
and then Fe(OH) 3 was precipitated by adding NH 4OH. The dried precipitate was cal-
cined at -- 250c C; particles as small as 5 nm were made by changing the iron nitrate
concentration.'

Another avenue is via metal-organic complexes. Their hydrolysis has produced
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ultrafine SrFe1201 9 particles.' A resin method for hexaferrite particles is promising.
First ammonia is added to an aqueous solution of iron nitrate and the precipitate, after
washing, is dissolved in citric acid. Transition metal and alkaline earth oxides are next
added to form the metal-organic (citrate) salt. Then ethylene glycol is added and the
solution is slowly evaporated until a viscous residual forms that solidifies after heating
at - 300' C. The organic matter is ignited by heating at 4500 C for a few hours; the
residual provides the hexaferrites.'

In a melting process, sometimes called glass crystallization, a molten mixture of
oxides, for example, B 20 3 , BaO, and Fe20, is quenched between brass rollers spaced
100 um apart so rapidly that the glassy state is retained. Then by heating --6000 C
Ba ferrite crystals are precipitated; the particle size, controlled by changing the heat
treatment, has a narrow size distribution.10

Lasers have been brought into play. A CO 2 TEA (transversely excited atmo-
spheric) laser has induced dielectric breakdown of carbonyl vapors; nanometer particles
then form.1 Also, metal substrates inside the throat of a high-pressure nozzle have
been vaporized by pulsed lasers to produce metallic clusters.1 2

The list could go on and on. The common thread in all these methods is first
the creation of an intimate mixture of the chosen atomic or molecular species and
second the induction of the phase transition to the nanometer particles at as low a
temperature as feasible.

There is, of course, quite a different approach to the production of small particles,
viz the grinding and crushing of bulk material. This is indeed the process often used
to make the particles of ferrofluids or of magnetic inks. However, the particle size is
usually larger than 10 nm. Moreover, the particles are irregular in shape and possess
strains and imperfections; to some degree these conditions can be alleviated by a
suitable heat treatment.

3. TRANSMISSION MOSSBAUER SPECTROSCOPY

Many experimental techniques can and should be used to investigate ultrafine
particles, including x-ray, electron, and neutron diffraction and various kinds of mag-
netic measurements. M6ssbauer spectroscopy provides data that may just confirm
or complement those obtained by other methods. Sometimes however the M6ssbauer
information is unique; it is especially powerful for the study of magnetic nanometer
particles.

The most convenient experimental arrangement is Transmission Mossbauer Spec-
troscopy, or TMS. To obtain a M6ssbauer spectrum the "y-rays must be emitted or
absorbed without loss of energy by the recoil of the nucleus; these events are called the
recoil-free (or recoilless) fraction. This process is possible in a solid because there is a
certain probability that no phonons will be excited or absorbed when a "t-ray is emitted
or absorbed by a nucleus. The recoilless fraction depends on the binding energy (or
Debye temperature) of the solid, the energy of the I-ray, the temperature, and the
mass of the solid.

In a typical TMS setup, a radioactive source that emits a monoenergetic )-ray
is chosen. Identical nuclei in an absorber may have the degeneracy in their energy
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levels lifted by hyperfine magnetic field and quadrupole interactions. The energy of
the emitted It-rays can be tuned to match those of the absorbing nuclei by imparting a
velocity to the source (Doppler modulation). A M6ssbauer spectrum then consists of
the number of -- rays detected in a counter plotted against the velocity of the source.
Absorption lines are then observed for those velocities at which recoilless resonant
excitations have taken place.

Of the many nucleides that can be used for the M6ssbauer effect, several are
of interest for magnetic materials. These include the transition elements 61Ni, "'5 Eu,
1
5 5 Gd, 161Dy, and 16'Eu and even some non-transition elements such as '' 9Sn, "1'Sb,

and "'Te. There are often experimental difficulties, including short half-lives, small
recoilless fractions that may require cooling to liquid-helium temperatures, and, espe-
cially for the non-transition elements, small hyperfine magnetic field splittings. By far
the most popular and easiest isotope to use is 5 7 Fe, which descends from its parent,
"7Co. by K-capture. All the examples to be given in this chapter are for the "7Fe
isotope.

The roles of source and absorber can of course be interchanged; this arrangement
is called emission Mossbauer spectroscopy. It is particularly useful for ultrafine particles
in surface studies. For example. the nature of the surface or epitaxial deposition of
cobalt on I-Fe2 O 3

13 and Fe30 4 (magnetite) 14 particles have been investigated by this
technique. It is also possible to replace a radioactive source by synchrotron radiation,
a procedure that may find greatly increased use for high-resolution experiments in the
future.

Today, most "Fe sources are "7Co diffused into a rhodium foil (the host). The
14.4 keV M6ssbauer -ray has a relatively narrow linewidth and remains monoenergetic
(unsplit) down to liquid helium temperatures. Further, relatively strong sources -100
mCi can be made that lie within an area - 6 mm in diameter. Other hosts can be
used for the source; some even have narrower linewidth y-rays. However, some of
these sources deteriorate with age, are not monoenergetic at low temperatures, or are
difficult to manufacture.

For the "7Fe nucleus, the M6ssbauer transitions are between the ground state
with I=' and the first excited state with I= 2. A hyperfine magnetic field will then
split the ground state into two levels and the excited state into four levels. Since only
Am = -_1, 0 transitions are allowed, an "7Fe M6ssbauer spectrum usually consists of six
lines. When the quadrupole interaction is small compared to the hyperfine magnetic
field interaction, the absorption lines are shifted slightly. Occasionally, the hyperfine
field and quadrupole interactions are comparable and then the A = _t2 transitions
may occur; the spectra for nanometer FeF2 particles are a contemporary example.' 5

There is also a shift of the spectrum that is made up of two contributions. One is
the second-order Doppler shift that depends on the temperature and the other is the
isomer shift that depends on the chemical composition of the material.

Analysis of an 7Fe M6ssbauer spectrum provides values for the hyperfine mag-
netic field, the quadrupole splitting, and the isomer shift. These not only vary from
material to material, but are different for different crystallographic sites within the
same material. Thus, the hyperfine parameters act as fingerprints; they permit not
only the identification of the phase or phases present in a material but also give the
occupancy of the various lattice sites.
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These features are of general interest both for bulk and for nanometer-sized
materials; the reader may wish to find more details elsewhere. Many books have
been written on M6ssbauer spectroscopy' one of the more readable and useful ones,
although now rather old, is by Greenwood and Gibb.16 A overview of the role that
17Fe M6ssbauer spectroscopy plays in phase identification and site occupancy has been
completed recently."7

4. TMS OF MAGNETIC NANOMETER PARTICLES

The use of TMS to study magnetic nanometer particles will be illustrated with a
few specific examples. These have been chosen to demonstrate some of the ways that
TMS provides pertinent data and at the same time to indicate some of the problems
that arise.

As a first example, some NiFe2O 4 (nickel ferrite) powders with varying particle
sizes will be considered. These particles were prepared by chemical precipitation fol-
lowed by a heat-treatment at relatively low temperatures for lengthy times. By chang-
ing the thermal conditions during the heat-treatment of the precipitates, powders with
different particle size distributions were obtained."8 Electron-microscope photographs
of three samples (a), (b) and (c), are shown in Fig. 1. The particle shapes may be
described as irregular spheres. The average particle size and the distribution in size as
estimated from the photographs are listed in Table 1.

X-ray diffraction patterns of the three samples, taken using Co Ka radiation, are
shown in Fig. 2. The broadening of the lines for the smallest particles, sample(a). is
evident by visual inspection. Application of the Scherrer formula to the measured line
broadening gave the average sizes listed in the third column of Table 1. For samples (b)
and (c) these sizes are considerably less than those determined by electron microscopy.
It appears that the x-ray data measures the crystallite size and that the larger particles
are composed of several crystallites. The electron photomicrographs also suggest that

NiFe 2O 4
500nrn

a b c

Fig. 1. Electron microphotographs of NiFe20 4 nanometer particles prepared
by chemical precipitation. Samples (a), (b) and (c) were made by
altering the final thermal conditions.
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Fig. 2. Cu Ka x-ray diffractometer traces for the NiFe20 4 powders corres-
ponding to Fig. 1 (a), (b) and (c), respectively.

Table 1. Size Data for NiFe20 4 Powders Made by Chemical Preci-
pitation Followed by Different Thermal Treatments.

Sample Particle Size (nm) Crystallite Size (nm)

(a) 25 5 25
(b) 80 20 40
(c) 130 ± 20 50

some agglomeration of the particles takes place. All these features complicate the
study of nanometer particles.

Absorbers for TMS were made by suspending the Ni ferrite particles in benzophe-
none, an organic [ (C 6 H5 )2CO that melts at a relatively low temperature (- 48- C).
The spectra obtained for the three samples at room temperature are shown in Fig. 3.
Each spectrum consists of two six-line overlapping subpatterns that correspond to "7Fe
nuclei in tetrahedral (A) sites or in octahedral (B) sites. The location of the minimum
of each subpattern line for sample (c) is indicated by the bar diagrams; these are the
same as those observed for bulk Ni ferrite. Comparison of the spectra gives some idea
of the influence of particle size. For sample (a) the lines are clearly asymmetrically
broadened and in addition the hyperfine field splitting is slightly reduced."8 Morup
and Topsoe' 9 have proposed a mechanism, called collective magnetic excitations, that
may account for this behavior. In essence, the magnetization is thermally excited to
oscillate about the direction of the minimum energy. This leads to an average smaller
hyperfine field; the maximum reduction is about 10 to 15%.0

Other mechanisms have been proposed for hyperfine-field differences between
nanometer particles and bulk materials. One is a surface effect and is related to the
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Fig. 3. Room-temperature "Fe MNssbauer spectra for the NiFe2 04
samples (a), (b), and (c)

reduction in atomic neighbors. For nanometer particles, which have a large surface
to volume ratio, this effect may turn out to be very important, especially at higher
temperatures. Some evidence for this mechanism has been found. For example, in
a-Fe2 0 3 particles the hyperfine field at the surface, although close to the bulk value
at 4.2 K, decreases more rapidly than that of the bulk at higher temperatures. 21

Another proposed mechanism concerns ferro- and ferrimagnets. Nanometer par-
ticles of these materials are often single domains. Since the demagnetization field is
parallel to the hyperfine field direction, a small increase in the measured hyperfine field
may be expected. For multidomain particles this enhancement will be smaller and per-
haps zero. Some evidence for this demagnetization effect is provided by spectra of iron

particles.22

In yet another mechanism, dubbed superferromagnetism. the magnetic interac-
tion between particles is proposed to be responsible for large decreases in the hyperfine
field. 23 A mean-field theory has given an excellent fit to data on nanometer particles
of goethite (FeOOH).

24
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An extreme situation occurs when the thermal agitation produces magnetization
directional changes between the various energy minima that are faster than the Larmor
precession period. Then the hyperfine field averages to zero in a Mdssbauer experi-
ment; an "7Fe spectrum consequently consists of a central singlet or, if the quadrupole
interaction is non-zero, a doublet. This mechanism, called superparamagnetism, may
be considered in a sense to be the extreme limit of collective magnetic excitations.
Unlike paramagnetism, the process in a single particle is not considered to be chaotic;
an ensemble of particles may, however, be behaving chaotically. Superparamagnetism
is quenched below a characteristic temperature, called the blocking temperature. It
depends on the anisotropies in the materials, the particle size, and the experimen-
tal measuring technique. 5 When the relaxation times are comparable to the Larmor
precession time, broadened lines with characteristic shapes are observed.2 6

Earlier, the essential role that recoilless events play if a M6ssbauer spectrum is
to be obtained was stated. Nanometer particles have very small masses, so that their
recoil energy, at least in principle, should make a Mssbauer spectrum unobservable.
To focus the discussion, iron particles made by the aerosol technique (evaporation into
a helium gas at - 2 torr) will be considered. These particles were passivated by slow
oxidation; a surface layer was identified as either Fe3 O4. "y-Fe20 3 , or a mixture of the
two. The particle size was - 30 nm, or about the same size as the NiFe2 O4 particles of
sample (a) in Figs. 1-3. A M16ssbauer absorber was made by holding the passivated iron
particles between two plastic circular-shaped pieces. The MN6ssbauer spectra obtained
as a function of temperature are shown in Fig. 4. At room-temperature, essentially
no recoilless absorption is observed- a similar result has been reported before.2" At
T=77 K (liquid-nitrogen temperature) a well-defined hyperfine-field split spectrum is
observed. Here the outer lines are associated with the predominent iron-oxide phase;
the line at v -- -6 mm/s is one of the outer lines of the a-Fe subpattern. The
absorption areas. hence the recoilless fraction f, is intermediate to these extremes at
the intervening temperatures.

In order to see whether the binder was the important difference, the aerosoled
iron-iron oxide particles were suspended in benzophenone. Then, at room temperature.
a split spectrum was obtained that was similar to one for the unsupported particles at
T 2 235 K. Although the recoilless factor, f, is therefore increased, it is still smaller
than that for sample (a) of the Ni ferrite particles. The different preparation methods
may provide the answer. When an aqueous method is employed, the particles seem to
adhere more to each other, perhaps by van der Waal's forces or by interstitial water;
the agglomerate of particles so formed then share the recoil energy. 2

The measurement of f provides a way to study the dynamic properties of
nanometer particles. The usual procedure is to measure the Mossbauer absorption
area, which is proportional to f, as a function of temperature keeping all other exper-
imental conditions constant. Various models have been used to interpret the data. 9

If the particles are assumed to be harmonic oscillators of mass Al bound by the
restoring force constant q, then the frequency of oscillation will be

W = (q/M)II,

The force constant, q, is a measure of the interparticle interaction and the binding of
the suspending medium. Since q is assumed to be a constant, the dynamic motion can
be characterized by an Einstein temperature Er = hv/k = (h/k)(q/M) 1/ 2. The mean
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square vibration amplitude, < x 2 >, is

2Mw exp(hwlkT) - 1

if kT >> hw,. valid except at very low temperatures, then

< X2 >= kT/q (1)

The recoilless fraction, f, is given by

f = exp(-4- <X 2 > /A 2)

where A is the wavelength of the I-ray. Therefore, the fraction of the particles that
undergo a recoil after absorbing a 1-ray is

fpt - exp(-4r 2 kT/qA2 ). or

fpart = exp(-aT) (2)

where a=47r2k/qA2 .

If the motion of the lattice atoms behaves as a three-dimensional Debve system.
then the total recoilless fraction, ftota, will be given by

foto
t 

= fPatfDebye (3)

where

fDebye = e [ 6ER I (T )2 Or x)

where ER is the recoil energy and ED is the Debye temperature of the material.

If the particles are large agglomerates or if the binder is rigid, a _ 0 and f-r.
= 1. Otherwise a is expected to be appreciable.,"

In spite of its simplicity, the Debye model has been remarkedly successful in solid-
state physics. For nanometer particles some modifications may permit the continued
use of this theory. If the nanometer lattice is softer than the bulk one, then E)D can
be adjusted to a smaller value. If some phonons are no longer excited, changes in the
lower and upper cut-off frequencies of the Debye spectrum can be made. It is possible
that the lattice at the surface is softer than in the interior; then different eD may be
used for the two regions. Of course, future studies may show the need to develop a
theory that is more sophisticated than Debye's model.

The last, but importantapplication of TMS that will be presented here. is
the study of the magnetic structure and anisotropies in nanometer particles. As an
example, when an external magnetic field produced by a superconducting solenoid is
applied along the propagation direction of the "Fe I-rays. the spectra of samples (a)
and (c) of the NiFe2O 4 particles (Table 1) obtained at just below room temperature
are shown in Fig. 5 (a) and (b), respectively. The applied field of 6.65 T adds to the
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Fig. 5. M6ssbauer spectra just below room temperature (T-

280 K) of NiFeO 4 particles in a magnetic field applied
parallel to the I -ray direction of propagation. Here
(a) is for sample (a) and (b) is for sample (c) of Table 1.

hyperfine field at the A sites and subtracts from that at the B sites. The result is
that the first and the sixth lines the A- and B-site subpatterns are clearly resolved;
the other lines overlap. The iniz" jutr ti.ig fcatu: _f the spectra however is the
presence of the second and fifth absorption lines. In a collinear magnetic system, if the
magnetization lies along the direction of the external field ( magnetic saturation), then
the Am=0 transitions are forbidden; consequently the second and fifth lines should
be absent. Since the lines are present the implication is that either the magnetic
structure is not collinear or else a large anisotropy is preventing the rotation of a
collinear magnetization. The relatively larger second and fifth line absorptions for the
smaller particles Fig. 5(a)' as compared to the larger particles Fig. 5(b) may imply

a surface phenomena; however a volume effect can not be ruled out.3 2

One way to resolve the surface versus volume quandary is to incorporate iron
enriched in the "7Fe isotope into the outer layers of each particle. Unfui Lunately this
is easier said than done. First, steps must be followed to ensure that the enriched iron
forms part of the lattice of the particle. Second, uniform diffusion of the enriched iron
throughout the particle must be avoided. Even if the diffusion constant for 17 Fe in

the bulk materials is known (and it may not be ), it doesn't follow that this diffusion
constant is the same for a nanometer particle. Several years ago we experimented with
various procedures including heat treatments; after three years of efforts we obtained

what we considered to be satisfactory samples of 1
7 Fe surface-enriched "-Fe2 O3 parti-

cles. The conclusion reached from Mbssbauer spectra was that there is surface canting
of the ionic magnetic moments in y-Fe 20 3 nanometer particles. 33
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5- CONVERSION-ELECTRON MOiSSBAUER SPECTROSCOPY

Conversion-Electron M6ssbauer Spectroscopy (CEMS) has a simple basis. First.
recoilless -)-rays from a source are absorbed resonantly by ' Fe nuclei in an absorber:
this stage is the same as for TMS. Second, on deexcitation of these excited "7Fe nuclei
an energetic electron may be produced. Third, those electrons that emerge from the
absorber into a detector are counted.

A complication with CEMS is the number of processes that can produce a count-
able electron; the main ones are indicated in Fig. 6. The most likely process, with
about a 81 7/ probability, is 57Fe deexcitation by emission of a K-shell conversion elec-
tron with an energy of 7.3 keV. If this electron is travelling towards the surface from
a location within - 100 nm from the surface it may be emitted, as indicated in the
upper part of Fig. 6. Deexcitation by emission of L-shell or M-shell conversion elec-
trons. with energies of 13.6 and 14.3 keV. have probabilities of 9 and 1 %, respectively.
These more energetic electrons may escape from nuclei more than 10)0 nm below the
surface ( see Fig. 6 ). Finally, deexcitation may occur by emission of a 14.4 keV -)-ray
with the remaining probability. - 9 7(.

Several secondary processes may produce a detectable electron. About 60 % of
the K-shell conversion electrons are accompanied by an L-shell Auger electron with
an energy of 5.4 keV. If both the K conve-.ion electron and the L Auger electron are

100 nm Incident

- rays

Vel Cot , .i.o~

L s c iono 4eV 4oelectron 10% 12.6 or-4---

electro 60~60
or0. 14eVk

Substrate cnio v

~CC~o~57Fe (Xra

S 4. ay9 photoelectron ---O

0 Film Detector Gas

Fig. 6. Schematic to illustrate the main CEMS events in a film that lead to
electrons that enter the detector. The thickness of the film more than
---100 nm from the surface and of the substrate are not to scale. Pho-
tons ( 7" or x-rays ) are indicated by wavy lines and electrons by
straight lines.
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emitted into the detector they are in coincidence and will produce one count. About

25 9/ of the K-shell conversion electrons are accompanied by a Ka x-ray, 6.3 keV iII

energy. Either this Ka x-ray or the 14.4 keV I-ray may produce a photoelectron while

traversing tie absorber. These events, which may be counted, can start from a consid-

erable distance below the surface. Finally, the emission of M-shell Auger electrons has

a 60 % chance of occurrence after deexcitation via a K- or L-shell conversion electron:

since these electrons have an energy of 0.5 ke\, they may escape and be detected only

if they start from within the topmost 2 nm surface layer. The above mechanisms are

also illustrated in Fig. 6. Although this long list still does not exhaust all the possible

processes, the detection probabilities of the remaining events are small.

The flux of electrons that emerge from the surface depends on the electron ener-

gies, the direction of travel, and on the absorber composition, which may be iron. an

iron alloy, or an iron compound. Early theories assumed an exponential absorption law

and the Fermi-age equation. but later work uses the Monte Carlo statistical method

coupled with extensive computing." There is an extensive literature on this subject:

the several references given should permit the interested reader to locate the other

relevant papers.

The calculations indicate that the resonant flux escaping into the detector mainly

consists of K conversion electrons (- 50 7( ) and Auger electrons (- 22 971) some of

these are in coincidence so that the total number of counts is reduced by about 10 9.

The L conversion electrons contribute - 18 7c. the photoelectrons from the Ko x-rays

and the 14.4 keV I-rays about 5 % each. and the other processes the rest.

Sonie time ago, Swanson and Spijkerman3" described a gas flow proportional

counter suitable for CEMS. Our detector is a modified and improved version. One

of our room-temperature CEMIS detectors is shown at the left of Fig. 7. An easy

disassembly. shown in Fig. 8, permits insertion of the absorber inside the detector. A

helium-4% methane gas flows through the detector at 1 atm pressure and at a flow

rate of 25 cm 3 /s. Electrons are detected with close to 100 7( efficiency but x- or '-

rays are virtually not detected. In order to reduce non-resonant electrons, the body of

the detector is machined out of a suitable plastic. such as lucite or perspex. The low

average Z number greatly reduces the chance that secondary electrons will enter the

chamber. In order to sweep the electrical charges out of the chamber, the inside of the

detector is covered with a thin aluminum coating, either by evaporation or by using a

thin foil. and is connected to ground potential.

Both larger and smaller detectors that employ essentially the same design have

been made. The larger detectors accommodate larger disk-shaped absorbers, useful

if the amount of S7Fe present is small, as in bubble garnet films. 3 6 Smaller detectors

with smaller absorbers ensure that the -- rays from the source are better collimated.

The solid angles used always produce some angular dispers'on. as indicated by the

incoming I-rays drawn in Fig. 6.

A furnace attached to the absorber is shown on the right of Fig. 7. CEMS

spectra have been obtained up to 540 K;3 7 no doubt further modifications could

raise this upper temperature limit. Smaller versions of the detector inserted into a

suitable dewar have allowed operation below room temperatures. At liquid-nitrogen

temperatures, no methane is used. Then the pulse heights in the helium gas are reduced

and make a CEMS spectrum difficult to obtain unless a large amount of 5 7 Fe-enriched

iron is present.
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Fig. 7. Two gas CEMS detectors. The gas entry port is on the left of the room-
temperature detector; the exit is a small hole 140' away in the side wall.
The detector at the right has a furnace attached to the sample holder;
the flow through gas remains close to room temperature.

Fig. 8. The room-temperature CEMS detector disassembled. The four 25 Am-
diameter tungsten wires for the high voltage ( usually about 1000 V )
are just visible in the part at the right. The detector body was machined
out of lucite and the inside was then covered by aluminum, either by eva-
poration, as on the right, or by a thin foil, as on the left.
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Fig. 10. Spectra obtained by CEMS for a 20 nm film of a-Fe on a stain-
less steel disk. In (a) only a narrow band of electron energies are
counted; in (b) a wide window is used.
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The distribution in pulse heights, which are proportional to the electron energies,
is shown for a natural iron film, 80 nm thick, evaporated onto a stainless steel substrate
in terms of channel numbers in Fig. 9. Although in principle the detector can be used
to count all the electrons (integral mode), in practice an electronic wind,,w selects a

range of pulse heights to be counted. For example, the window indicated by (b) in Fig.
9 will only coant electrons with energies in a range in the 7 keV region; hence most

Auger electrons will not be included.

A CEMS spectrum for a 20 nm thick film of natural iron on a stainless steel

backing is shown in Fig. 10 (a); the window has been set to the channels indicated
by (c) in Fig. 9. The central peak is the contribution from the paramagnetic stainless
steel. The hyperfine split lines for the a- 5 7 Fe are clearly visible. Since the isotope "7Fe

has a natural abundance of only 2.25 % , the use of iron enriched to better than 90 %
in 57Fe will provide a multiplicative factor of at least 40. Then a film of 0.5 nm or even
less in thickness should be detectable by CEMS; this conclusion seems to be in accord
with that reached by Petrera et al.3" The spectrum of Fig. 10(b) was obtained with a
wide window starting at the beginning of (a) and ending at the end of (c) of Fig. 9. It

is interesting to note that the resolution has deteriorated, probably because a smaller
percentage of the resonant events occur in the 20 nm a-Fe layer.

In spite of the large number of different processes in CEMS and the straggling
in energy as the electrons traverse thc material towards the surface, information as
a function of depth can be obtained. In one method, CEMS spectra are taken after
various thicknesses of the surface have been etched off. This approach has proved to
be valuable in the study of ion-implantation in magnetic garnet films.. 6 .39 In another

method, CEMS spectra are obtained after the deposit, usually by evaporation, of an
overlayer of some other material; the thickness of this overlayer can be progressively
increased. Both these techniques, however, destroy the sample.

A non-destructive approach is to measure the GEMS spectra as a function of
electron energy. In a gas detector, such as ours, this can be accomplished by changing
the range of pulse heights counted, that is, by altering the window. GEMS spectra
obtained for a 80 nm film of natural a-Fe on a stainless steel substrate are shown in
Fig. 11 for the (a), (b), and (c) windows indicated in Fig. 9. The spectra in Fig. 11
(d) was obta;ned by widening the window to cover the entire range from (a) to and

including (c). The M6ssbauer parameters obtained for the a-Fe subpattern are listed
in Table 2 together with the relative areas of the stainless steel subpattern. The

Table 2. Data for CEMS Spectra of 80 nm Thick Natural Iron Film on Stainless Steel.

Window Hhf (T) 6 (mm s- ') 0' (0) AssI(Ass + AF ) (%)

(a) 32.9 -0.001 88 46

(b) 32.9 0.002 79 28

(c) 32.9 0.002 79 17
(d) 32.9 0.004 82 34

The isomer shift, 6, is relative to an a-iron calibration foil.
b The angle, E, is the direction that the average hyperfine field (and also the

magnetization) makes with the normal to the plane of the film.
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Fig. 11. CEMS spectra for an absorber with a 80 nm thick film of alpha iron
on a stainless steel substrate. Spectra (a). (b), and (c) correspond
to the windows (a), (b) and (c) indicated in Fig. 10. Spectrum (d) is
obtained with a wide window, starting at the beginning of (a) and
ending at the end of (c).
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hyperfine field is constant and the isomer shift is essentially zero for all the window
settings. However, the hyperfine field direction and therefore also the magnetization is
slightly closer to the plane of the film for the iower energy electrons, which presumably
have their origin closer to the surface. The largest signal, as compared to the stainless
steel, is obtained for window setting (c); these data seem to be consistent with an
earlier report by Nakagawa et al. 40

Much better energy resolution for differential or depth-selective GEMS, some-
times referred to as DCEMS, can be achieved by using a magnetic or electric energy
selector and then detecting the electrons with a channeltron or a scintillation counter.

Several devices have been successfully built that have utilized 3-ray spectrometer or
particle electrostatic analyzer technology developed for nuclear physics. Then by mea-
suring the CEMS spectra in different narrow energy ranges and by using a deconvo-
lution procedure information concerning different depths below the surface has been
obtained.4 Additional advantages of these techniques are that the absorbers can be
cooled to liquid-helium temperatures and that angular measurements can be made.
The main drawbacks are the time and expense in building and bringing the analyzer
into operation and the low count rates.

6. CEMS OF MAGNETIC NANOMETER SYSTEMS

Since the K-conversion electrons, the most copious ones, sample depths of -,- 100
nm, the question arises as to how the powerful CEMS and DCEMS techniques can
be usefully applied to nanometer magnetic systems. We will attempt to answer this

question with a few examples together with some suggestions for future experiments.

Amorphous ribbons of alloys can be made by rapid quenching using the single-
roller technique. These ribbons upon annealing become crystalline; these crystallites
may be of nanometer sizes. In Fig. 12, T.MS and CEMS spectra of FesBj 3.5 Si3. 5 C 2

ribbons are shown for the amorphous state and after annealing at various temperatures.
TA, for 20 min in flowing helium gas.4 2 The onset of crystallization occurs at a lower
value of TA ( -670 K) than in the bulk (-,-710 K), as observed by the appearance of
the sharp peaks. The various crystallization products can be followed as a function of
the annealing treatment.

Sometimes when amorphous ribbons are made, small crystalline particles are
embedded in the amorphous matrix. These may be on the surface and can be de-
tected with CEMS. In a Fe90Zrj0 glass, a-Fe and Fe3 Zr crystallites were observed as
hyperfine-split CEMS subpatterns, primarily at the shiny surface (the one opposite to
the spinning wheel); these crystallites were not observed by TMS.4"

Amorphous ribbons of Fe73.5CuNb 3 Si 13 ,sB 9 upon annealing at relatively low tem-
peratures develop crystallites with sizes below about 10 nm. This materia then pos-
sesses excellent soft magnetic properties. GEMS permits the onset of crystallization to
be monitored and also the identification of the compositions of the phases produced. 4"

If films are supported on thick substrates, TMS is no longer possible since the
14.4 keV I-rays will not reach the detector. It is usually not convenient and often im-
possible to remove this substrate so that only GEMS can be used to obtain a Mssbauer
spectrum. In some Fe3 O 4 films made by sputtering under various substrate temper-
ature and oxygen flow conditions, films as thin as 100 nm thick and with grain sizes
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Fig. 12. TMS (at the left) and CEMS (at the right) spectra at room temperature
of a FesB 13.5 Si 3.BC2 ribbon in the amorphous state and after annealing at
various temperatures, TA, as indicated, Note the sharp peaks that corres-
pond to partial crystallization appear in the CEMS spectrum for 670 K
whereas they are not present in the TMS spectrum until TA=701 K. Com-
plete crystallization has occurred for TA=800 K.

as small as 12 nm have been studied by CEMS. The change in magnetization was
correlated with the observed superparamagnetism and with varying iron populations
on the crystallographic sites.'5

Even when the substrate is relatively thin, if the films are --100 nm or less in
thickness, stacking of samples is necessary to observe a TMS spectrum. Again CEMS
may be the only practical way to get a M6ssbauer spectrum with acceptable statistics
in a reasonable time.

A subject of current interest is multilaver films. These consist of alternate layers
of different materials; each layer has a certain number of monolayers, as little as 2
or 3 and as many as 20 or so. If the substrate is too thick for TMS, CEMS must
be employed. The hyperfine parameters of the interfacial monolayers may differ from
those for the interior layers. Since the multilayer stacking can be large, a CEMS
spectrum should be capable of resolving at least 2 or 3 subpatterns.

Methods to deposit clusters on surfaces are under development at the present.
It should be possible to investigate clusters in the 0.5 to 1 nm range by CEMS; for
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clusters below 0.5 nm iron enriched in 1
7Fe may be required. It will be interesting to

study the superparamagnetism and recoilless fractions of such systems.
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SOME TOPICS IN FINE PARTICLE MAGNETISM

Ami E. Berkowitz

Physics Department and Center for Magnetic Recording Research
University of California, San Diego
La Jolla, CA 92093

ABSTRACT

Recent progress in several areas of fine particle magnetism are
discussed. These are: microstructure and morphology of particles,
estimates of HK distributions in particle assemblies, intrinsic surface
magnetization of y-Fe 20 3 particles, anisotropy enhancement by surface
treatment, and the long range magnetization order in assemblies of
nominally superparamagnetic Fe particles in granular films.

INTRODUCTION

It is a simple matter to state the requirements for understanding
the magnetic and hysteresis properties of magnetic fine particles
systems. First, one must have an accurate model of magnetization
reversal and high field behavior in individual particles. Then it is
necessary to take account of the distribution of properties present in a
given sample and of the magnetostatic interactions among the particles.
Finally, the effects of temperature and measuring time should be
included. Although there has been enormous progress over the past fifty
years in developing models that are extremely helpful in thinking about
these issues, it is probably accurate to say that there are very few, if
any, fine particle systems whose measured properties can be confidently
explained. For the most part, one is forced to fit observed properties
into formalisms containing enough adjustable parameters to give
reasonable agreement with the data. The results may be quite accurate,
but we really cannot evaluate this because the samples are generally not
well enough characterized, and even if they were, the models simply
cannot take into account the enormous range of properties in a given
sample and the effects of magnetostatic interactions. These factors
underlie the importance of obtaining data on extremely well characterized
assemblies or on single particles. If such data were available, they
would provide a strong incentive to exploit the currently available
numerical analysis techniques.

The topics considered are: the variety and nature of
microstructural and morphological features of y-Fe 204 particle
assemblies; HK distributions and their effects; intrinsic surface
magnetization of y-Fe 2O particles; some properties of surface treated
particles; and the particle interactions evidenced in granular films.
Much, but not all, of the work described involves particles used in
magnetic recording media.

MICROSTRUCTURZ AND MORPHOLOGY IN Y-Fe 203

The term "cooperative" may be used to describe magnetization
reversal in fine particles where rotation is initiated and proceeds
uniformly over the whole particle. These well known reversal modes1 were
analytically derived for ideal particle shapes (ellipsoids of revolution)
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and include coherent reversal, curling and fanning. For many years,
magnetization reversal in samples of acicular y-Fe203 particles used in
recording tapes was described in terms of these cooperative modes,
particularly the fanning mecha. sm. The reason for using the fanning
mechanism was a very logical one--it fit various data better than the
other models. However, the fanning mechanism was calculated for a
particle consisting of a chain of spheres whose interactions were purely
magnetostatic, whereas y-Fe20 3 particles are elongated single
crystals.2-4  Furthermore Knowles' work5,6 on single particles indicated
a distribution of anistropy fields, HR, that was not consistent with a
simple fanning mode. Finally, it has been amply demonstrated2-4 that
these y-Fe 203 particles show a variety of microstructural and
morphological features that suggest heterogeneous nucleation of
magnetization reversal at sites of lower energy on the particles due to
asperities, pits, defects, etc. The justification for noting this past
work is that it helped to encourage more recent numerical approaches to
explain the properties of acicular y-Fe 203 particles.

7-9 These recent
calculations have taken a more realistic view of particle morphology and
have indicated that significant deviations from the cooperative modes do
exist. Since these calculations require substantial computer time, it is
not likely that they will be extended to arrays of real particles.
However, it is now quite clear that anomalous microstructural and
morphological features of y-Fe 203 fine particles can influence their
magnetic behavior ind that numerical calculations of these effects are
quite feasible.

HK DISTRIBUTIONS

In any fine particle sample, the anisotropy fields, HK, of the
inaividual particles are bound to be distributed. HK= 2 K/M, where K is
the anisotropy energy density which may arise from shape anisotropy,
magnetocrystalline energy, stress/magnetostriction effects, or surface
anisotropy energy. Generally, the way this distribution is handled is to
assume a reversal mechanism for the particles and then fit the hysteresis
measurements, e.g., hq or the fractional remanent magnetization, Mp/Ms,
with a satisfactory distribution. One problem with this procedure, noted
above, is that one really doesn't know what the reverse" mechanism is or
whether the same mechanism operates for all the particles. We have
adopted a somewhat different method for estimating the H. distribution in
samples of nominally randomly oriented particles for which there is
strong evidence that HK is predominantly uniaxial.1 0,11 Instead of using
hysteresis data, for which the magnetization distributions in the
particles are generally unknown, we use Mossbauer or magnetization data
taken in fields, Ha, comparable to HK for which it is quite reasonable to
assume each particle is uniformly magnetized. Under these conditions the
Stoner-Wohlfarth 12 model for randomly oriented particles with uniaxial
anisotropy is operative and universal curves can be calculated for M/Ms,
PT' and PL versus Ha/HK, where PT and PL are the Mossbauer polarizations
in fields transverse and parallel to the y-ray propagation direction.
These curves are shown in Fig. 1. Thus one measures the relevant

09 -f 08 Fig. 1. Relative magnetization
and M6ssbauer polarization for

08 ,2 oe random, single domain, uniaxial
particles. The field is either
along the y-ray propagation

Z07 - 04 direction (PL, right hand
scale) or transverse to this

06 02 direction (PT left hand scale).
X(Ref. 10)
02

magnetization or Mossbauer quantities in a particular Ha and determines
an average HK from these universal curves. There is an advantage in
using the Mossbauer data in that the saturation magnetization need not be
known (as Ha increases, PT-42.0 and PL-40) as is the case for the
magnetization measurements. Another advantage of the M6ssbauer approach
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Table I. Room temperature magnetic data and
anisotropy fields determined by magnetiz-
ation (V) and M6ssbauer effect (M6) at
applied fields Ha. The remanence ratio
(MR/Ms) was obtained after exposure to 10.6
kOe, where Ms is the moment at 10.6 kOe.
All fields are in kOe. (Ref. 10)

SAMPLE MR/Ms HC H a  HK(M6) HK(V)

Large 0.46 0.33 0.70 - 1.5
y-Fe 2 03  1.8 1.9(2) 1.6

3.0 2.1(2) -

Small 0.41 0.28 0.66 - 1.4
y-Fe 203  1.8 1.5(2) 1.7

3.0 2.0(2) 1.9

Precursor 0.44 0.31 0.63 - 1.3
(reduced 1.8 1.2(2) 1.7
y-Fe203) 3.0 - 2.1

4% Co 0.48 0.73 1.25 - 2.6
1.8 2.2(2) 2.9
3.0 2.5(3) 3.2

Magnetite 0.42 0.36 0.90 - 1.9
2.4(2)A

1.8 - 2.3
2.2(3)B

3.0 2.4

is that Hz's of different sublattices in the same sample may be
distinguished if there is sufficient splitting in the M6ssbauer spectrum.
Table I shows HK values for various samples determined at different
applied fields for M6ssbauer and magnetization measurements. The shape
anisotropy fields for the y-Fe 203 samples are expected to be about 2kOe
from electron micrographs. The HK'S tend to increase with increasing Ha -
This is due to the fact that one samples more of the high range of the HK
distribution as Ha is increased. Thus, it is possible to estimate the
width of the HK distribution by evaluating HK at different Ha."l Figure 2
shows the fit obtained when the HK determined from the magnetization data
at M/Ms=.75 in a transverse field (using Fig. 1 to get Hy), is used to
calculate the first quadrant magnetization curve from the Stoner-
Wohlfarth formalism. The fit is quite satisfactory even when MR/Ms is
somewhat less than the Stoner-Wohlfarth value of 0.5.

05 Fig. 2. Experimental magnetiz-
ation (solid line) vs. applied
field for two particle samples
(A: large y-Fe 2O3 ; C: 4% Co ad-
sorbed on partially reduced

1 --------- --- - y-Fe 2 03 ). The dashed line
-C-shows the first, quadrant data

calculated as described in the
text and is not shown when it
overlaps experimental data.
M/M s = 1 at Ha = 10.6 kOe.
(Ref. 10)

0 1 2 3 4

Ha(kOe)
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It was noted above that Fig. 1 can be used to determine HK at
different Ha to estimate the width of the HK distribution. This was done
for a series of samples as a function of temperature.1 1 HK was determined
for M/Ms = .75 and .90 to sample the "middle and "high" ranges of the HK
distribution. The slope at remanence

Xg = Aa/LaHaa-0 = 2/3 (as/Ha) (1)

was used to sample the low end of the HK distribution. Eq. (1) follows
from the assumption of randomly oriented, non-interacting, identical,
single domain particles with uniaxial anistropy. 12 The temperature
dependence of these data was particularly illuminating when examined
together with the temperature dependence of MR/Ms and Hc. It was possible
to distinguish a significant superparamagnetic component in passivated Fe
particles. The relative contributions of shape and magnetocrystalline
anisotropy could also be inferred from these data. The results for Co-
surface-treated particles will be discussed below.

A further refinement of the use of first quadrant data was to least
squares fit with a complete distribution.13 This was done for various
samples using log-normal, Gaussian and Lorentzian distributions. The
fits for ll samples were very good, as shown in Fig. 3. Table II shows

C

Fig. 3. Log-normal distribution
fits (solid lines) to selecteddata (filled circles) obtained

field curves for A: magnetite;
05 B: large Y-Fe 2 0 3 ; C: small

y-Fe 203 ; D: precursor (reduced
' -Fe203 ); E: 4% Co adsorbed on
precursor; F: 16% Co adsorbed

F on precursor. (Ref. 13)

05

0 50

Ha kOe)

Table IT. Best least-squares fit parameters to moment vs. field data
for the log-normal distribution. All fields are in kOe, except s, in
Oe. The calculations were performed with Oe units. The numbers in
parentheses are the statistical standard deviations. (Ref. 11)

Log-normal Lorentzian Gaussian
Sample <HK>c y 4H .H
Magnetite 1.59(2) 1.88(3) 1.41(5) 1.3(1) 1.48(6) 3.1(2)
Large y-Fe203  1.49(4) 1.54(6) 1.43(5) 0.7(1) 1.54(1) 1.74(8)
Small y-Fe203  1.40(4) 1.53(7) 1.34(3) 0.6(1) 1.43(4) 1.7(1)
Precursor
(reduced y-Fe 203) 1.23(3) 2.6(1) 0.91(5) 1.66(8) 0.8(3) 3.8(8)

4% Co 2.70(2) 1.92(3) 2.43(1) 2.40(6) 2.65(1) 4.9(1)
16% Co 2.93(3) 1.98(3) 2.58(5) 2.7(1) 2.88(1) 5.5(2)
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Table III. Model determination of Hc, compared to experimental
values. (Ref. 11)

Sample L m Lorentzian Gaussian Experimental
Magnetite 530 530 500 360
Large y-Fe 203  550 570 530 330
Small y-Fe 203  520 530 480 330
Precursor

(reduced y-Fe 203 ) 350 370 390 310
4% Co 1 900 910 880 730

the parameters for the three distributions. The relative FWHM was quite
large in all cases. Also, for all except the Co-surface-treated
particles, the HK determined from Fig. 1 at MR/Ms = .75 agreed well with
the average value calculated from the full distribution. The
distributions were used to calculate Hc's on the Stoner-Wohlfarth model.
Table III gives the results. The values for all distributions are quite
similar for each sample. The surprising result is that the calculated H.
is rather close to the measured values. In fact the agreement is
probably better than obtained for similar samples by other approaches.
This result certainly does not prove that reversal in these systems is by
coherent rotation. It simply indicates that when an HK distribution
derived from first quadrant data as described, i.e., folded into the
Stoner-Wohlfarth formalism, surprisingly good agreement with measured HC
is produced. The main point demonstrated by this HK distribution work is
that HK distributions are broad and this breadth dictates ':,. as much as
does the specific reversal mechanism. Thus, estimates of Hc based on
"average" particle dimensicns from electron micrographs can be very
misleading.

INTRINSIC SURFACE MAGNETIZATION IN y-Fe 2 03

It is to be expected that the surface magnetization of 7-Fe 20 3 and
other ferrites with the spinel structure should differ from that of the
volume. The different coordination of atoms at the surface should
strongly modify the superexchange interaction responsible for the
magnetic coupling of the two sublattices present. This expectation was
confirmed by the work of Morrish and Haneda. 14 y-Fe 20 3 particles are
prepared by oxidizing Fe3 04 particles at temperatures of order 300*C.
Morrish and co-workers adsorbed 57Fe, the M6ssbauer active isotope, onto
the surface of Fe3 04 particles and then oxidized them to Y-Fe 203. 57Fe is
present in natural Fe at about 2% abundance. Thus, by coating the
surface of particles with 5 7Fe it is possible to insure that a major
fraction of the Mossbauer spectrum represents surface cations. When a
Mdssbauer spectrum is obtained for a sample magnetically saturated in the
direction of the y-ray emission, the 2nd and 5th lines of the spectrum,
representing the Am = 0 transition of the split nuclear energy levels,
vanish. They found that when a field of 5T was applied at temperatures
from 4-300K, a significant fraction of these lines remained, indicating
that the surface spins were canted from the applied field direction. It
was also observed that phases other than y-Fe20 3, containing Fe and 0,
were present. Subsequent work by the same group showed that non-enriched
Y-Fe 2O3 , as well as other spinel ferrites, showed increased canting as
the particle size decreased.14 This, of course, would be consistent with
a surface-spin canting model. It was subsequently suggested15 that
surface spin canting should have an important influence on magnetization
reversal in these particles due to the exchange coupling of these surface
spins with those in the interior.

Recently we have repeated these experiments. 16 The y-FeO0
particles were a standard current commercial grade, average lenqth 2500A
with an aspect ratio of -8/1. 57Fe was adsorbed on the particles'
surfaces from solution at 1000C. Two concentrations of W 1Fe were
examined, 2% and 10% of total cation content. Mossbauer data were
obtained in fields from 0 to 6T applied collinear with the y-ray
direction at temperatures from 4.2 to 300K. Typical results are shown in
Figs. 4 and 5 comparing the standard and 5 7Fe surface enriched samples.
No phases other than y-Fe 203 were found. The p(H) for the standard and
surface enriched samples were the same, even though 50% of the spectrum
from the 2% 57Fe surface enriched sample came from the surface. There is
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Fig. 4. Mossbauer spectra for untreated -y-Fe2 O3 and for5 7Fe Surface enriched Y-Fe 2 O3 obtained at 10 kOe, 296K and
at 60 k~e, 4.2K as indicated on figures. Fields applied
parallel to y-ray direction.

a small degree of canting, which is the same in both samples, and
increases with decreasing temperature. Therefore, there is no
preferential surface spin canting. The difference between our data and
the prior work may be that our samples showed no evidence for the
presence of very small particles as a result of the 5 7Fe enrichment
process. Small particles noted in the previous samples may have
contributed canted spins as a result of the inverse dependence of canting
on particle size.

14
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Fi.5. Hyperfine field distribution p(H), foi untreated

Y-Fe O 3 and for 5 7Fe surface enriched y-Fe O 3 . From data
obtained at 296K in field of 10 kae applied parallel to
y-ray direction.
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The only difference between the spectra of the treated and
untreated samples was that the 57Fe surface treated samples showed a
small degree of tailing of the outer lines toward smaller hyperfine
fields. This tailing amounted to about 5% of the area of the hyperfine
field distribution at 300K. There was no difference at 4.2K. In view of
the expectation that there should be some type of magnetization
difference at the particles' surfaces, it is tempting to ascribe this
temperature dependent tailing to weaker surface hyperfine fields. Thus,
even though the surface and interior spins have the same Tc, the surface
magnetization decreases at a faster rate due to weaker exchange. If this
is indeed the case, we would expect the crystalline anisotropy at the
surface to be weaker. This could have important consequences for
initiating magnetization reversal at the surface of the particles. At
present, this is conjecture. It may be that the tailing simply
accompanies the small volume canting observed. It may be possible to
resolve this question with M6ssbauer measurements on surface enriched
films.

ENHANCED ANISOTROPY BY SURFACE TREATMENT

There have been several examples reported in which the net
anisotropy of fine particles has been enhanced by surface treatment with
inorganic or organic compounds. Due to the extreme difficulty in
characterizing the chemical and microstructural details of the surfaces
of assemblies of particles with dimensions < 10 3A, reliable models of the
origin of the increased anisotropy have not been produced. Aside from
the general interest in these problems as examples of current
investigations of surface sensitive properties, there is a strong
technological motive. One of the most widely used particulate media in
high density magnetic recording is Co-surface-treated Fe oxide.17 Thus,
an increased understanding of the mechanisms for enhancing surface
anisotropy can have important technological benefits for both particulate
and film recording media.

18

Co-Surface-Treated Fe-Oxide: There are two varieties of these particles.
In one, the precursor is y-Fe 2 03 and the surfaces are treated with both
Co2  and Fe2  ions. In the other case, which we will discuss, the
precursor is a reduced y-Fe 2 01 which contains =10-15s Fe

2+ ions and the
surface is treated from solution only with Co2  ions. 17 The surface
treatment essentially consists of precipitating Co out of solution onte,
the precursor particles at a low enough temperature (-100*C) to preclude
substantial diffusion of the Co into the particles' interiors. Co in the
particle volume increases Hc , but with a strong temperature dependence
and a loss of uniaxial anisotropy. Both these latter features minimize
the suitability of these particles for recording media. When the Co is
confined to the particle surface in the amount of -4% of total cation
content, Hc increases from about 325 Oe to -750 Oe, temperature
dependence of Hc is not much larger than that of pure Y-Fe203, and
the uniaxial character is essentially maintained at room temperature.
The question is "How does this Hc increase arise from the Co-surface-
treatment?" Two principal possibilities exist. First, Co 2* has a large
single ion anisotropy.19 Thus, it is quite reasonable to assume that the
exchange coupling of the Co2+ to the nearest neighbor Fe ions exerts a
"drag" on the spins when magnetization is reversed, increasing Hc. This
could increase Hc no matter whether the spin configuration is coherent or
heterogeneous during reversal. Aharoni2 0 has discussed a special case of
this mechanism. Some difficulties with this mechanism are the lack of
significant temperature dependence for Hq and the apparent retention of
uniaxial anisotropy. The other possibility is that there are low energy
sites on the particles surfaces where reversal initiates in a
heterogeneous manner. The Co 2+ increases the anisotropy of these sites
and makes for higher nucleation fields for reversal in a cooperative
mode. The low temperature dependence is again a problem here. We have
examined a series of Co-surface-treated Fe-oxides containing 4, 8 and 16%
Co with high resolution transmission electron microscopy, M6ssbauer
measurements, magnetization and x-ray measurements. The results were:

(1) The Co-containing layer is epitaxial.
17

(2) Only a fraction of a monolayer of Co produces the maximum Hc.
(3) The symmetry of the enhanced anisotropy is not uniaxial at low

temperatures.11
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(4) The normalized temperature dependence of the enhanced anisotropy is
essentially the same as that of the precursor.'1 Since the
temperature dependence of the precursor anisotropy principally arises
from Fe2+ , it is likely that Co2 + replaces Fe2+ on the surface.

(5) When the first quadrant magnetization data are fit, 13 the HK
distribution is rather wide, but the Stoner-Wohlfarth Hc calculated
from this distribution is in excellent agreement with the measured
value. Probably, this agreement is a consequence of the wide HK
distribution.

(6) Analysis of Mossbauer measurements on a Co-treated, 57Fe surface
enriched sample show that the surface spins are not rigidly pinned
even in a relatively weak (1.8 kOe) field.

21

We are still trying to establish whether the low hyperfine field
tailing is reduced with Co-surface treatment. If so, it would point to
an effective increase of exchange field at the surface Fe sites, thus
supporting the model whereby reversal is initiated at surface sites
because of weaker exchange. This may be resolved by temperature
dependent Mossbauer data which are now being collected. Generally, then,
the basic mechanism of anisotropy enhancement by Co-surface treatment of
reduced y-Fe 203 is still not clear. However, it seems likely that a
simple model of a "Co-ferrite shell" is not suitable.

lic Enhancement bv Sodium Metaphosnhate Surface Treatment: There
have been several reports22 ,23 that surface treatment of partially reduced
Y-Fe 203 with (NaPO3 ) can produce remarkably high Hc, up to 2500 Oe.
Furthermore, the NaPO3 )n could be washed off in water with a reversion
of Hc to its precursor value, -400 Oe. We are attempting24 to reproduce
these fascinating results with a modest amount of success thus far. We
used particles of average size 0.6 mm long x 0.1gm dia., of composition
(Y-Fe 2O3 )0 73 (Fe3 04 ) 2 with an initial Hc of 440 Oe. We find a rather
narrow "window" for Wc enhancement using an alkaline 0.25M (NaPO3 )6
solution. When the (NaPO3 )./Fe oxide ratio is 0.2, H. increases to 580
Oe. When the ratio is 0.1, H. increases to 680 Oe. There is no increase
when the ratio is 0.5. When exposed to air, Hc of the treated particles
slowly decreases, in agreement with the previous work. Most likely, this
decrease results from hydrolysis of the additive. It also seems likely
that the (NaPO3 )6 ring must be broken by hydrolysis in order to effect an
Hc increase. Much more structural and M6ssbauer work (with 57Fe enriched
surfaces) must be done in order to begin to model this behavior.
Polymeric polyphosphate chains will also be used. Obviously, an unstable
Hc has little technological interest, but understanding the phenomenon
could certainly lead to the development of compounds producing stable
anisotropy enhancement.

Surface Treatment with Organics: In an earlier study,25 ,2 6 it was
determined that particles of ferrite spinels such as NiFe204,
NixZn(l,)Fe204, and CoFe204 showed highly anomalous properties when
coated with strongly bonded organic surfactants such as oleic acid.
These properties included Hc values that were much larger than expected
from intrinsic magnetic properties, shifted loops when field cooled, and
a large fraction of magnetically ordered spins that were not collinear
with fields as high as 12T. This behavior disappeared when the organic
coating was removed by gentle heating. These particles were coated by
grinding them in a carrier liquid in which the surfactant was dissolved.
Thus, the surfactant was bonded to essentially virgin cleaned surfaces.
This produced extremely strong bonds that could not be broken by any
chemical means. This strong bonding to fresh surfaces was essential to
produce the observed behavior. We and other investigators14 noted that
when spinel particles were prepared and then treated with the
surfactants, the effects were very much weaker. However, since the
particles were produced by grinding, there was the possibility that
particle defects were responsible for the anomalous magnetic behavior.
Recent high resolution TEM and other structural work27 has demonstrated
that these particles are single crystals. Therefore the anomalous
properties arises from surface, not volume, origins. This has encouraged
us to continue examination of organic coatings for Hc enhancement. This
will likely emphasize thin film work to minimize characterization
problems with particles.
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PARTICLE INTERACTIONS IN GRANULAR FILMS

Granular films are prepared by co-sputtering a metal and an
insulator such as SiO 2 or A1203. The resulting film consists of metal
particles or particle clusters in an insulating matrix. The sizes of the
particles increase with increasing metal/insulator concentration and with
substrate temperature. Investigation of these films was initiated in the
1960's by Abeles and co-workers. 28  They established that below about
50% metal, the films' conductivity could be described by a tunneling or
electron hopping mechanism among non-connected particles or clusters.
Above 50% metal concentration, percolation of the metal particles or
clusters resulted in a metallic conductivity. Recently, Chien and co-
workers29 have reported extensively on the magnetic properties of Fe/SiO2
granular films prepared by sputtering from composite Fe/SiO2 sources.
Their Fe particles had diameters ranging from 40-60A, increasing with Fe
concentration. Most interesting was their finding of a strongly
temperature dependent Hc which reached a maximum value just below
percolation at about 50% Fe. The maximum HC at 4.2K was 2500 Oe and
dropped to 500 Oe at 90K. These films were sputtered at 200 C. When the
substrate temperature was raised to 5000 C,3 0 the Fe particles had
diameters of order 100A, and HC(4.2) = 3000 and Hc(290) = 1000 Oe. These
Hc values together with the decreased temperature dependence indicated a
possible potential for magnetic recording substrates. It seems likely
from this work and similar investigations31 that the Hc values arise from
clustering of the Fe particles which rises to a maximum just before
percolation, e.g., shape anisotropy is involved. In the low Fe non-
percolating concentrations, the granular films' behavior was similar to
that of superparamagnetic assemblies of particles.

We have prepared Fe-SiO 2 granular films by sputtering slowly
(-0.3A/s) from separate Fe and SiO 2 sources as the substrates rotated
above each source in turn. 32 ,3 3 The substrates were Si wafers with -350oA

Fig. 6. Bright field micrograph of cross-section of 19
vol. % Fe sample. Note that thickness of sample increases
from top to bottom of micrograph.
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surface layer of amorphous silicon nitride. "Windows" of silicon nitride
were provided in the substrates by selectively etching the Si. Thus TEM
could be performed on the same substrates used for the magnetic
measurements. Films below 33% Fe were non-percolating as determined from
a negative temperature coefficient of resistance and from high resolution
TEM both of planar and cross-section views. Fig. 6 shows an example of a
cross-section view. The particles appear to be well dispersed with a
rather uniform particle diameter of about 40A. Average particle spacing
is about 80A center-to-center. This finding confirms previous work by
Logothetis, et al. 34 who concluded that granular films prepared from
dual substrates consisted of well-dispersed, relatively uniform sized
particles. They further demonstrated that particle size could be
controlled more or less independently of metal concentration by adjusting
the rate at which the substrates passed over the targets. The magnetic
properties of our Fe-SiO 2 granular films differed significantly from
those prepared from composite targets at fast sputtering rates. Fig. 7
shows the temperature dependence of Hc for various compositions.
Although Hc is strongly temperature dependent as in the films prepared
from composite targets, the other magnetic properties were quite
different. The maximum Hc occurs at a lower % Fe. The value of the
maximum H at 4.2K is much lower. The hysteresis loops were very square,
as shown in Fig. 8 with sharp reversal and high remanence ratios; this
was the case at all temperatures from 4.2-4290K. Finally, Fig. 9 shows a
Lorentz TEM taken at 290K. Large domains are visible with clear ripple
patterns. The domain pattern shifted as expected as the in-plane field
was ch_.nged. All these features are consistent with a long-range ordered
magnetic film, not an assembly of dispersed 40A Fe particles. A 40A Fe
particle would have a blocking temperature of 4.6K using the Nbel
relation

1

1 < In (2t'f
o ) 2kT/VMsHK

taking t' = 100 sec measuring time, fo = 1 0 9 sec-1 , and HK determined from
the magnetocrystalline anisotropy of Fe. This blocking temperature would
seem to account for the steep HC decrease above 4.2. One can account for
the value of Hc at 4.2K arising primarily from the magnetocrystalline
anisotropy energy of an assembly of randomly oriented single domain Fe
particles Hc = .64K/M, = 188 Oe

The larger measured value could arise from a Lorentz field of = 103 Oe
produced by oriented 40A Fe particles on an fcc lattice. This would
enhance Hc . However, the behavior at high temperatures, particularly at
290K, is very puzzling. These films are composed of well dispersed
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150 function of Fe concentration at
100 295K, 100K and 4.2K. Samples

on nitrided Si. (Ref. 32)

10 20 30 40 50 60 70

VOL% Fe

0

0.0 Fig. 8. Hysteresis loop for the
32 vol % Fe sample taken at
4.2K. Sample on nitrided Si.
(Ref. 32)

1i0

2( 00 0M 000X 21MM)

FIELD (Oe)

542



7,

Fig. 9. Lorentz micrograph of the 19 vol. % Fe sample on
Si nitride membrane. Ripple structure of large oppositely
magnetized domains is visible. (Ref. 32)

particles almost 300K above their blocking temperature. What interaction
is responsible for the highly ordered square loop behavior? At 290K,
these particles should have a relaxation time < 10-9 sec if
magnetocrystalline anisotropy dominates. Thus they should appear
superparamagnetic even in Mossbauer spectra; they do not. The M6ssbauer
spectrum shows sharp lines for virtually pure Fe. A hint of a possible
explanation may arise from the following energy considerations:

Hdipolar < 2 x 103 Oe. .*. Edipola r < -m.H - 1.1 x 10-13 ergs

at 4.2K, kT = 5.9 x 10-16 ergs; at 300K, kT = 4.2 x 10-14 ergs

Therefore, at 300K, Edipolar / Ekt -3

Thus a metastable ordered state at 290K may exist. Obviously, a great
deal more investigation is required to make a meaningful estimate of the
origin and magnitude of the interactions among these Fe particles in
granular films.

SUMMARY AND CONCLUSIONS

A few topics in fine particle magnetism have been discussed. For the
most part, they illustrate the dominance of fine microstructural features
in determining magnetic behavior of individual particles. The
distribution of properties among particles in an assembly obviously
determines the behavior of the system, and simple means for estimating
the distribution of HK were discussed. Intrinsic surface properties can
differ from the bulk and it is possible that they strongly influence
magnetic reversal. Surface properties can also be altered by various
treatments, resulting in enhanced anisotropy. However, the mechanisms of
surface anisotropy enhancement are still unknown due to the difficulty in
characterizing particles' surfaces. Finally, remarkable interactions
among dispersed nominally superparamagnetic Fe particles in a Si0 2 matrix
produce a surprising strong long range order which has to be explained.
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MOSSBAUER STUDIES OF FINE Fe-BASED PARTICLES
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INTRODUCTION

M6ssbauer spectroscopy is a technique which gives many different types of
information about the nearest environments of nuclei in solids.The isomer shift is
related to the electron density at the nuclei, the quadrupole splitting is proportional
to the electrical field gradient and the magnetic hyperfine splitting is proportional to
the total magnetic field at the nucleus. Moreover, the temperature dependence of the
spectral area gives information about the vibrational amplitude of the atoms. Thus a
M6ssbauer spectrum elucidates the valence state of the atoms, the local symmetry,
the magnetic properties and the lattice vibrations.

It is noticeable that the information obtained from a M6ssbauer spectrum is not
an average over all atoms, but atoms in different environments give separate contri-
butions to the spectrum. Therefore it is often possible in studies of ultrafine particles
to distinguish surface atoms from atoms in the interior of the particles. Another
advantage of M6ssbauer spectroscopy in studies of fine particles is that it is well
suited for in situ studies, i.e. studies of the samples in a desired gas or gas mixture.
This makes the technique very useful for studies of catalysts, but also for studies of
other microcrystalline materials because small particles of, for example, metals and
alloys are often very reactive and easily oxidize when exposed to air.

In studies of ultrafine magnetic particles it is of particular interest that Nh6ss-
bauer spectroscopy is very sensitive to superparamagnetic relaxation phenomena.
This short review will mainly focus on these effects, which will be illustrated by
measurements of small iron-containing particles in mercury. More comprehensive
reviews of Missbauer studies of small particles have been published elsewhere 1-4

STUDIES OF ULTRAFINE MAGNETIC PARTICLES

A unique feature of ultrafine magnetic particles is that the magnetization direc-
tion is not fixed as in large crystals, but fluctuates spontaneously. This is due to the
fact that the magnetic anisotropy energy is proportional to the particle volume, and
for very small particles it may therefore be comparable to the thermal energy even
below room temperature. For a particle with uniaxial anisotropy the energy is given
by:

E(O) = KV sin 2o (1)
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where K is the magnetic anisotropy energy constant, V is the volume, and 0 is the
angle between the magnetization vector and the easy direction of magnetization.
According to Eq. (1) the two energy minima at 0 = 0 and 0 = 7r are separated by an
energy barrier with the height KV.

The superparamagnetic relaxation frequency, -r-, i.e. the rate at which the
magnetization vector passes the energy barrier is given by 1,2,3,5:

, ~ep I-RTf (2)

where To is of the order of 10-10-10-12 s and depends little on temperature. T is the
temperature and k is Boltzmann's constant.

The Mssbauer spectrum is very sensitive to the superparamagnetic relaxation
time, r. In the case of 57Fe Mbssbauer spectroscopy the spectrum consists of six lines
when the relaxation time is long compared to the Larmor precession time of the
nucleus ( 10-9-10-9 s). For very short relaxation times the magnetic hyperfine
splitting collapses and the spectrum then consists of one or two lines. When the
relaxation time is comparable to the nuclear Larmor precession time the spectrum
consist of broadened lines. Thus, according to Eq. (2) the M~ssbauer spectrum of a
sample of ultrafine particle; may change drastically as a function of temperature.

•2K•0.6 T

] 110K 0.2T
-. : , -

170K 0.1T

" : 217 K

-16 -12 -8-40 481216 -1-12 -8-40 4 812 16

Velocity (mm s-1) Velocity (mm s-1)

Figure 1. Mssbauer spectra of Figure 2. Mbssbauer spectra of
iron-containing particles in iron-containing particles in mercury
mercury at various temperatures. at 217 K at various applied magnetic
(Ref. 8) fields. (Ref. 8)
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As an example, Figure 1 shows Mbssbauer spectra of iron-containing particles
in mercury at different temperatures. The sample was prepared by electrolytic deposi-
tion of 57Fe in a mercury catode 7,8. A drop of the iron-containing mercury was
pressed to a thin film which was frozen in liquid nitrogen and used as a M6ssbauer
absorber. At 12 K the spectrum is magnetically split indicating a long relaxation
time. At higher temperatures the lines become broadened and at 217 K the magnetic
hyperfine splitting has collapsed indicating that r < 10- 9 s at this temperature. In the
intermediate range the spectra contain both a magnetically split component and a
collapsed component indicating a distribution in relaxation times. This is a very
typical feature of M6ssbauer spectra of ultrafine magnetic particles and reflects the
distribution in particles size in the sample.

Before these M6ssbauer measurements were carried out it was believed that
such particles of iron in mercury consist of it-Fe. However, the spectrum obtained at
12 K shows a significantly larger magnetic hyperfine field (- 38-10 T) than n-Fe (-
34 T). Moreover, the spectrum is asymmetric (e.g. line no. 1 is broader than line no.
6) indicating that iron atoms are present in more than one type of environments.
These results suggest that the iron atoms are present in a (metastable) iron-mercury
alloy. This conclusion illustrates how Mbssbauer spectroscopy can give information
about the structure of small particles that may be difficult to characterize by other
techniques. At 12 K application of a magnetic field of 4 T parallel to the gamma ray
direction led to the dissappearance of lines no 2 and 5. This indicates that the mate-
rial is ferromagnetic.

The collapse of the magnetic hyperfine splitting with increasing temperature.
illustrated in Figure 1, might be explained by a low Curie temperature of the Fe-lg
alloy. However, studies of the magnetic field dependence of the spectra make it pos-
sible to distinguish between superparamagnetic behaviour and a transistion from a
m-gnctically ordered state to a paramagnetic state. This is because the spectrum of a
paramagnetic material above 80 K is only little affected by small external magnetic
fields whereas such fields induce a substantial magnetic hyperfine splitting in the
spectra of small ferromagnetic particles which exhibit fast superparamagnetic relaxa-
tion.

The magnetic energy due to the interaction of a small ferromagnetic particle

with an external magnetic field, V, is given by:

E =-7 • V (3)

where 77 is the magnetic moment of the particle. For moderate external magnetic

fields (B > 0.1 T) pB is often large compared to KV and therefore the magnetic
anisotropy energy can normally be neglected 9. The average magnetization of a
superparamagnetic particle is then proportional to the Langevin function:

L(#B/kT) = coth (/,B/kT) - kT//zB (4)

and the total observed magnetic field at the nucleus is given by:

_ffobs = -o L() (5)

where To is the saturation hyperfine field. The magnetic moment is typically of the
order of 103-105 Bohr magnetons and therefore the sample is nearly magnetically
saturated even in an external field of the order of 1 T at room temperature.

For applied fields B>2kT//, one can use the approximation 1,2,3,9:

kWt5 (6)
L( ) 1-T(6)
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and one then finds the induced magnetic hyperfine field:

V ind gobs -

Thus a plot of Bind as a function of B-1 should give a straight line with slope
BokT/p from which B0 and i can be estimated 1,2,3.

Figure 2 shows spectra of the iron-mercury sample at 217 K in various applied
magnetic fields. It is clearly seen that a substantial magnetic splitting is induced by
application of relatively small external fields. This gives evidence for the presence of

32

30

28 T

0 26

24

22

S I * I , I

0 2 4 6 8 10 11
B-1 (T)

Figure 3. A plot of the induced hylperfine field
as a function of the reciprocal applied magne-
tic field obtained from the spectra at 217 1K
shown in Fig. 2.

small superparamagnetic particles in the sample. Figure 3 shows a plot of Bind as a
function of B- 1. From the fit of the results with a straight line (in accordance with
Eq. (7)) we find Bo = 31 ± I T and ji = (1.8 ± 0.4) 1 0-19 JTl. The value of B0 is
smaller than that for &--Fe at 217 K (a 33 T). Thus the saturation hyperfine field
decreases more rapidly with increasing temperature than in o-Fe. This indicates that
the alloy has a lower Curie temperature than a--Fe. If the iron atoms are assumed to
possess a magnetic moment of about 2 Bohr magnetons the value of p corresponds to
about 10000 iron atoms per particle. If these iron atoms were present in o- Fe this
would correspond to a particle size of the order of 6 nm. lowever. since the particles
also contain fig the present particles must be larger than 6 nm.

Below the temperature, at which the spectrum becomes magnetically split (the
so-called blocking temperature) the magnetic hyperfine splitting in the spectrum of a
sample of ultrafine particles is affected by collective magnetic excitations, i.e.
fluctuations of the magnetization vector in directions close to an easy direction of
magnetization. It can be shown that these fluctuations lead to an observed magnetic
liyperfine field at the nucleus is given by 1,2,3,6,10:

Bobs 13o (1 - kT) (8)

This reduction in the magnetic hyperfine slplitting relative to lB as well as tihe influ-
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ence of superparamagnetic relaxation in the vicinity of the blocking temperature
depend on the value of the energy barrier, KV. Thus the energy barrier, KV, can be
determined from either the influence of superparamagnetic relaxation or collective
magnetic excitations on the M6ssbauer spectra. If the saturation magnetization, M, of
the material is known the particle volume, V = //M, can be determined from the
magnetic field dependence of the spectra above the blocking temperature, and the
value of the magnetic anisotropy energy constant can then be calculated.

In the above discussion it has been assumed that the magnetic interaction
between the particles is negligible. Often this is not the case. In fact a strong magne-
tic interaction can result in an ordering of the magnetic moments of small particles
which otherwise would have been superparamagnetic. This phenomenon is called
superferromagnetism' The temperature dependence of the average magnetization of a
system of interacting particles has been calculated using a modified Weiss molecular
field theory 4,6,11. Below a certain temperature, Tp, the magnetic interaction between
the particles leads to ordering of the magnetic moments. Above Tp the particles are
superparamagnetic. If the relaxation is fast, the magnetic hyperfine splitting in the
Mdssbauer spectrum is proportional to the average magnetization, <M>. The
reduced magnetization, b(T) = <M>/M, can be calculated from the equation:

b(T) = L 3T BO [oT) 2 b(T)} (9)

This model has been applied to explain the magnetic behaviour of interacting
particles of goethite (o-FeOOH) ".

In the case of iron-containing particles in mercury it has been found, that if the
particles are concentrated by application of a strong magnctic field gradient at room
temperature and subsequently frozen, the spectrum is magnetically split at 217 1K.
This result shows that the particles have agglomerated and form a superferromagnetic
state.

CONCLUSIONS

'File examples discussed above illustrate that Mssbauer spectroscopy is a very
useful technique for studies of the magnetic properties of ultrafine particles. From the
temperature dependence of the spectra the value of the energy barrier, KV, can be
determined. and from the nagnetic field dependence of the spectra above the blocking
temperature the magnetic moment of the particles can be calculated. If the magnetic
interaction between the particles is significant this can also be elucidated by
M6ssbauer spectroscopy studies. Moreover, information about the structure of the
particles and the valence state of the atoms can be obtained. In several cases it has
also been shown that the magnetic properties of surface atoms can be studied.

TMhssbauer spectroscopy is thus one of the most powerful techniques that can be
applied for studies of ultrafine iron-containing particles, and it has been successfully
used for numerous studies of small particles in catalysts, soils, biological materials.
ferrofluids, magnetic tapes etc.
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INTRODUCTION

The magnetic properties of fine metallic particles have
been extensively investigated during the last decade [1,2,3].
The interest in this subject has both fundamental and techno-
logical aspects. Magnetic metallic particles with dimensions of
5 to 50 nm are predominantly single domain ferromagnetic
particles with characteristic magnetic properties as e.g.
saturation magnetization and magnetic anisotropy which depend
on the method of preparation and may be considerably different
from that of bulk materials. Moreover, the large fraction of
surface to volume atoms leads to modified magnetic interactions
while the comparable values of magnetic anisotropy and thermal
energy per particle cause superparamagnetic behavior. From the
point of view of applications fine magnetic particles are used
in ferrofluids, magnetic recording and catalysis.

A common method of preparation of fine metallic particles
is the reduction of the appropriate metal salts by KBH 4 or
NaBH 4 . This method was already known and used about thirty
years ago for the preparation of Fe and Fe-Co particles [4] and
more recently in several investigations 13,5]. A characteristic
feature of this method is that due to coprecipitation of B, the
produced particles are amorphous for boron concentrations
approximately above 20 percent. Metallic or alloy phases can
then be produced by annealing (6]. Another feature of the
morphology of fine metallic particles which influences the
magnetic properties in the formation of oxide layers due to
free or controlled exposure to air or oxygen. Exposure to
oxygen pressure of a few mbar has been used for the creation of
a passivation layer [7].

The studies of magnetic metallic fine particles reported
so far deal almost exclusively with ferromagnetic metals,
namely, Fe, Co and Ni. It is clearly of interest to extend
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these investigations to systems containing Cr, which may
significantly modify the magnetic properties due to the
introduction of antiferromagnetic interactions. In fact the
magnetic phase diagram of Fe-Cr alloys [8] goes from antifer-
romagnetic alloys at high Cr concentrations through spin glass
to ferromagnetic alloys as the concentration of Cr decreases.
In this report we present results of a study of Fe-Cr-B
particles prepared by KBH 4 reduction. We focus on the data
obtained by Mossbauer spectroscopy on samples in the as-
prepared state as well as after annealing at progressively
higher temperatures. The inferences of these results for the
magnetic state of the particles are then discussed in conjunc-
tion with information obtained from other experimental tech-
niques.

EXPERIMENTAL METHODS

Fine particles of Fe-Cr-B were produced by adding dropwise
aqueous solution of NaBH 4 to a mixed FeCl3 and CrCl 3 .6H2 0
aqueous solution under vigorous stirring. The black precipitate
was rinsed in water and acetone in an Ar atmosphere oven at
50'C. The chemical composition of the samples was determined by
DC plasma emission spectroscopy, and was found generally to
correspond to the relative compositions of Fe, Cr and B in the
solutions. The samples used in this study had the composition
Fe5 1Cr2 3 B2 6 . Thermal treatment was done in evacuated quartz
tubes at temperatures between 600 and 1000 'C. From TEM
micrographs it was found that the particles were roughly
spherical with an average diameter of 200 A.

Mossbauer spectra were obtained with a constant accelera-
tion spectrometer at temperatures from 4.2 to 300 K. Magneti-
zation was measured with a SQUID magnetometer in fields up to
5 T.

100.00
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Fig. 1 Moessbauer spectrum of as-prepared particles of
Fe-Cr-B at 85 K.
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RESULTS AND DISCUSSION

The Mbssbauer spectrum of as-prepared particles at 85 K
is shown in Fig. 1. An essentially similar result, but with
greater asymmetry in the central doublet was observed at room
temperature. The spectrum can be analyzed as a superposition of
two quadrupole split doublets and a broad line magnetic
hyperfine pattern as shown by the solid line.

The results of annealing at temperatures of 680, 800, 900
and 1000 0 C are demonstrated in the room temperature Moessbauer
spectra shown in Fig. 2 and 3a. In the sample annealed at 680'C
an a-Fe component is identified together with two quadrupole
doublets with parameters that are characteristic of Fe 3 + and
Fe 2 +. The hyperfine parameters of the spectral components and
their relative area are summarized in Table 1. In the sample

annealed at 800'C the a-phase component has disappeared and the
Fe 2 + component is increased. The sample annealed at 9001C
contains almost exclusively the Fe 2 + phase. These results may
be compared with DSC measurements which show that at the Cr
content of the samples studied here, an exothermic peak appears
near 650'C. The Moessbauer data indicate that in the first
stage of crystallization a-Fe appears but annealing at higher
temperatures results predominantly in the formation of an as
yet unidentified phase containing Fe 2 +.

To elucidate further the properties of the Fe 2 + phase we
have obtained spectra of the sample annealed at 900'C at 85 and
4.2 K. The results are shown in Fig. 3. At 85 K the spectrum
consists of a quadrupole doublet with parameters similar to
those of the RT spectrum and a broad hyperfine magnetic
pattern. Complete magnetic hyperfine splitting is observed at
4.2 K. The average effective magnetic field is 25.0 T.

The nature of the chemical composition and the magnetic
state of the main phase present in the samples annealed at 800

Table 1. Mbssbauer parameters of Fe-Cr-B fine particles

annealed at various temperatures

Annealing i.s.(a) AEo Percent
Temp.°C Phase mm/s mm7s area

680 a-Fe 0.0 0.0 11
Fe 2 +  1.11 2.02 65
Ox.1 0.43 0.69 18
Ox.2 0.58 1.29 6

800 Fe2 +  1.10 2.0 85
Oxide 0.48 1.0 15

900 Fe2 +  1.13 2.03 100

1000 Fe 2 +  1.09 2.06 79
Oxide 0.63 0.78 21

(a)relative to iron metal at room temperature.
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1000 0C (C).

to 1000'C is not readily identified. As already mentioned, the
Moessbauer parameters are typical of ionic high spin Fe2 +.
Previously reported results on crystallization of amorphous
fine particles of Fe-B [6] show the appearance of Fe2 B.
The boron concentration, however, is higher in the latter case,
38 percent. In a crystallization study of amorphous metals
Klein et al. [9] have reported that in melt spun samples with
composition Fe6 5CrI 5 B2 0 , heat treatment at 1000°C produces
first Fe 3B and then Fe2B and a-Fe. Our M6ssbauer results,
however, exclude these assignments since the observed phase is
paramagnetic at room temperature. An ionic iron species could
result from oxidation. In fact the Cr spinel FeCr 20 4 has a
magnetic transition temperature at 69 K and values of the
effective field and quadrupole splitting comparable with our
results [10]. At room temperature, however, the quadrupole
splitting collapses practically to zero. We note also that the
formation of a surface coating of FeCr 2 04 on borohydride
reduced iron powders has been reported as a technique for
protecting the fine iron particles from oxidation [11]. Another
possibility is a spinel type compound with formula CrFe 2 04 with
Cr in a 4+ state in analogy with the spinel TiFe 20 4 [12] but
this type of chromium spinel has not been reported in the
literature. The identification, therefore, of the Fe2 + is at
present uncertain. We note only that a similar component has
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Fig. 4 (a) Temperature dependence of magnetization for
FC and ZFC samples.
(b) AC susceptibility versus temperature for a
sample annealed at 800'C.

been observed in M6ssbauer spectra of fine particles of Fe-B
prepared in a similar way [13].

We turn now to the question of the magnetic state of the
particles annealed at 900'C. The M6ssbauer spectra indicate
the onset of magnetic hyperfine splitting near 85 K. This may
be due to a magnetic transition or a blocking of superparamag-
netic particles. The magnetization data offer information
regarding this point. The temperature dependence of the
magnetization for a sample heat treated at 8001C and measured
in a field of 50 mT under zero field cooled and field cooled
conditions is shown in Fig. 4(a). The occurrence of a transi-
tion at 110 K is clearly indicated. A similar conclusion can be
drawn from AC susceptibility data which show a well defined
peak at 120 K (Fig. 4b). The shape of the magnetization data
is typical of the behavior of spin glass or superparamagnetic
systems. In a study of magnetic relaxation of Fe-(SiO2)
granular films Gang Xiao et al. [14] have suggested that in the
case of a superparamagnetic system the blocking temperature
depends on the characteristic time of the method of observation
(-10 s for a SQUID, -10- 8 for M6ssbauer) and have found that
the ratio of the two temperatures is constant (TBSQUID/TBM O S S

-0.35) and independent of samples. On the other hand, the same
authors, from measurements on amorphous Fe7Pd73Si20, a
well-known spin glass, have found the two temperatures rather
close to each other. Our M6ssbauer data are not detailed
enough to give a value of the blocking temperature, but it is
clear that it will be in the vicinity" of 100 K, a value similar
to that found from the magnetization experiments. This then
would support a spin glass transition in our system. It must be
added that above the transition temperature the magnetization
data for two temperatures, 220 and 300 K, coincide when plotted
vs H/T, as expected from a superparamagnetic system.

A detailed description of the magnetic measurements will
be published elsewhere. We note only here, in closing, an
additional remarkable result which supports the conjecture of a
spin glass state. Below the transition temperature a large
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increase in magnetic anisotropy is observed in the samples
annealed above 800'C, yielding coercivity values of about 2.3 T
for a ZFC sample and strongly displaced loop for FC samples.

CONCLUSIONS

The main features of the properties of Fe-Cr-B fine
particles prepared by NaBH4 reduction, as revealed by
Moessbauer spectroscopy are summarized as follows:

(a) As-prepared particles consist of a mixture of a
magnetic phase, probably amorphous, and two paramagnetic
phases.

(b) Annealing at temperatures above -800'C results in
crystallization with a dominant component of high spin ionic
Fe +. The chemical constitution of this phase is at present
uncertain. This result differs from the findings of previous
investigations in Fe-B fine particles.

(c) The development of magnetic hyperfine splitting near
85 K indicates the occurrence of a transition. In conjunction
with magnetization and AC susceptibility measurements, it is
suggested that this is a spin glass transition. A dramatic
increase of anisotropy and coercivity is observed at low
temperatures.
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CHEMICAL PREPARATION OF AMORPHOUS Fe-Cr-B PARTICLES

C. Bender Koch, S. Linderoth, and S. Morup

Laboratory of Applied Physics
Technical University of Denmark
DK-2800 Lyngby, Denmark

The precipitates formed by addition of aqueous NaBH 4 solutions to Fea+/Cr 3

solutions have been investigated by M6ssbauer spectroscopy. Variation of the NaBH 4
addition rate (2.7, 5.0, and 9.8 cm 3/min) shows that at the highest addition rate
formation of amorphous FeCrB alloys is suppressed. Increasing volumes of NaBH4
solution added at constant rate (- 5.4 cm 3/min) shows that large volumes of NaBH 4
also suppress formation of amorphous alloys. Addition of the same volumes of NaBH 4
solution with a constant rate (- 5.4 cm3/min) to metal salt solutions of different
initial pH shows that a low initial p1H suppresses the formation of amorphous alloys.

INTRODUCTION

The preparation of amorphous iron-based alloys by chemical reduction of metal
salts in aqueous solution is well established' . Regarding morphology and composition
the chemical reduction method is an interesting alternative to other methods of
producing amorphous alloys (liquid-quench, vapour deposition, sputtering etc.)
because they are produced as ultrafine particles and because alloys with chemical
compositions differing from those obtainable using other methods may be produced.
The parameters influencing the chemical reaction are, of course, very different from
those influencing the other methods (melt composition, cooling rate etc.). Previous
studies2 -6 have demonstrated that changes in the aqueous solution parameters (metal
salt concentration, pH of the solution during the alloy formation) have a strong
influence on the composition of the alloys. These studies indicate that systematic
investigations of the influence of solution parameters on precipitate properties may be
useful in order to understand the reaction. In this report we present preliminary
studies of 1) the effect of addition rate of NaBHI4 solution, 2) the effect of amount of
NaBIt4 solution added to the metal salt solution,and 3) the effect of initial pH of the
metal salt solution on the formation of ternary Fe-Cr-B alloys.

EXPERIMENTAL

The precipitates were produced by dropwise addition of aqueous 0.8 M NaBII 4solution to an aqueous solution of FeC 3 and CrCI3 . The metal salt solution was
prepared by mixing of equal volumes (100 cm 3 ) of 0.4 M FeC 3 and 0.05 M CrCl3 (i.e.
a total metal concentration of 0.225 M and a Fe:Cr ratio of 8:1 in the mixed solu-
tion).

Prior to mixing of the two salt solutions the p1l was adjusted to a predetermin-
ed plI by addition o I M HCI.
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Three series of samples were prepared:
1) The effect of NaBH 4 addition rate was investigated by addition of 200 cm3

NaBII 4 to 200 cm3 metal salt solution with an initial pl of 1.00. Addition rates
of 2.7, 5.0, and 9.8 cm 3/min were used.

2) The effect of total amount of NaB1I 4 added was investigated by adding 100,
200, 250, and 300 cm 3 , respectively, to 200 cm 3 metal salt solution with an
initial pH of 1.00. An addition rate of 5.4 + 0.4 cm3/min was used.

3) The effect of different initial pH values were investigated by adjusting the pit of
the salt solution to 0.50, 0.75, 1.00, and 1.14, respectively. 200 cm3 NaBII14 was
added with a rate of 5.4 ± 0.4 cm 3/min to 200 cm 3 salt solution.

a

C
0

C

-15 -10 -5 0 5 10 15

Velocity (mm/s)

Figure 1. M6ssbauer spectra of precipitates from Series 1 (different addition rates of
NaBII 4 ). a,b, and c correspond to 2.7, 5.0. and 9.8 cn 3 /niin, respectively.

All the reactions follow a common pattern: The initial dark green solution turns
light green upon addition of the first few cm 3 of NaBH 4 solution and simultaneously
the pl1 of the solution decreases . Upon further addition of NaBlII, the solution again
turns (lark green and the pH increases. As a precipitate forms at. even higher pll (>
2) the solution turns very (lark.

The precipitates were washed vith water and investigated as frozen suspensions
at 80 K using a conventional acceleration MWsshauer spectrometer. Isomer shifts are
given relative to a-Fe at room temperature.

RESULTS AND DISCUSSION

The Mssbauer spectra obtained from the precipitates produced in Series 1 are
shown in Fig. 1. The precipitate produced at the highest addition rate is dominated
by a ferrous doublet with very broad lines and a small amount of ferric doublet. The
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amount of alloy produced is very small. At lower addition rates the amorphous alloy
(Bhf - 23.6 T, 2( - 0, and IS - 0.29 inm/s) is the dominant component in tile spectra
with a small amount of a ferrous doublet with sharp lines and minor amounts of a
crystalline alloy (lines 1 and 6 at about ± 5.5 mim/s). Variation of the addition rate
of NaBH 4 causes some change of the final pi1 (pH increases from 7.8 to 8.1 with
increasing addition rate) and this may be expected to cause a decrease in the amount
of alloy formed (see Series 2 below). However, following addition of approximately
half of the total amount of NaBIH4 the difference in p1i is much greater (p1 5.3, 5.5,
and 7.0 with increasing addition rate). Thus, the results suggest that the period of
time which the solution is at a ptl favourable for alloy formation is much shorter for
the highest addition rate and other routes for precipitating becomes dominant.

Addition of increasing amounts of NaBhI 4 causes an increase in the final pH. In
Series 2 the final pH increased from 6.9 to 7.4, 8.8, and 9.1, respectively. The Mss-
bauer spectra of the precipitates are shown in Fig. 2. Addition of 100 cm 3 produces a
precipitate dominated by a ferrous doublet with very broad lines. A small amount of
amorphous alloy is also formed. Increasing the volume to 200 cm 3 produces a precipi-
tate showing a dominant contribution from an amorphous alloy, small amounts of a
sharp ferrous doublet and minor amounts of crystalline alloys. Addition of 250 and
300 cm 3 produces precipitates with Mssbauer spectra dominated by ferrous doublets.
small amounts of a ferric doublet and minor amounts of amorphous alloy. The hyper-
fine field of the amorphous alloy formed following addition of 100 and 200 cm 3

NaBH 4 is 25.8 T and 23.6 T, respectively, indicating that the Cr and B contents dif-
fer significantly. Assuming that the alloys formed following addition of 100 cm 3

NaB11 4 still is present in the precipitate formed following addition of 200 cm 3 NaBH 4
this suggest that the latter is rather inhomogeneous. The dominantly ferrous precipi-
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Figure 2. Mi1ssbater spectra of precipitates from Series 2 (increasing amounts of
NaBIll ad(led). a,bc. and (I corresponding to addition of 100, 200, 250, and :300 'mi:'
NaBI. solut1ion. respeci ively.
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tate formed following addition of 250 and 300 cm 3 NaBH 4 is presumably due to
extensive precipitation of basic ferrous compounds at pH above approx. 8.

Addition of 200 cm 3 NaBH 4 to 200 cm 3 of metal salt solution with different
initial pH (Series 3) also causes a change in the final pH of the solutions. However,
the difference in the final pH of the solutions is only moderate (pH 7.7, 7.7, 7.4, and
7.8, respectively, with increasing initial pH). The precipitates formed in the solution
with an initial pH of 0.50 exhibits a M~ssbauer spectrum (Fig. 3a) dominated by a
ferrous doublet with very broad lines. With increasing initial pH an increase in the
relative spectral area due to amorphous alloys is noted (Fig. 3). The difference in
hyperfine field of the alloy formed at initial pH of 0.75, 1.00, and 1.14 (30.0, 23.6, and
23.5 T, respectively) indicates a change in the chemical composition of the alloys.
Thus, the present results indicate that also the initial hydrolysis reactions in the
metal salt solution is an important parameter.

a

C *. .

0 •
0

<
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Figure 3. MCssbauer spectra of precipitates from Series 3 (different initial pl1 of
metal salt solutions). a,b,c, and d corresponding to an initial pH of 0.50, 0,75, 1.00,
and 1.14, respectively.
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COMPOSITION AND STRUCTURE OF Fe-Ni-B ALLOY PARTICLES

PREPARED BY CHEMICAL REDUCTION WITH NaBH4

S. Linderoth, S. Morup and S.A. Sethi

Laboratory of Applied Physics
Technical University of Denmark
DK-2800 Lyngby, Denmark

Fe-Ni-B alloy particles have been prepared by reducing transition metal ions
in an aqueous solution by addition of an aqueous solution of NaBII 4 . The amount of
amorphous and crystalline phases is shown to depend on the NaBH 4 molarity and the
p1- in the salt solution. Amorphous alloy particles with the boron content ranging
between 9 and 19 at. % have thereby been prepared.

INTRODUCTION

After van Wonterghem et al.1 reported that amorphous transition metal-boron
alloys can be produced by chemical reduction in aqueous solutions a number of
studies have dealt with the magnetic and structural properties of these ultrafine
particles 2-7. The purpose of several studies has been to determine the parameters
that govern the reduction processes, and through that knowledge facilitate the control
of e.g. the boron content in the particles. If the alloy particles are prepared by adding
the transition metal ion solution to an aqueous alkali metal borohydride solution, the
alloys produced contain 35-42 at. % boron",2. \Veils et al. 5 showed that by mixing the
other way around the boron content in the particles could be reduced to below
.30 at. %. They found that the boron content depended on the concentration of the
NaBIl4 solution added to the metal ion solution, with the boron incorporated in tlhe
particles decreasing with increasing molarity of the NaBH 4 solution. The boron
stabilizes the amorphous phase and the decrease of the boron content leads in somecases to the appearence of crystalline phases 5.

Recently, Linderoth et al. 6,7 have shown that if the pH in the transition metal
ion solution is controlled during the reaction the boron content in the particles may
also be controlled. By this new method amorphous alloy particles with boron contents
beltween 14 and 30 at. % have been prepared 7 .

Here we report on a study on Fe-Ni-B alloy particles where both the concen-
trations of the NaBtI, solution and the p1l of during the reaction have been varied.

EXPEIME'NTAL

The chemically produced alloy particles were l)repared by adding 100 ml aque-
ous solution of Nall. 1 to 200 nil aqueous solution containing 0.16 M FeSO,4 and
0.0.1 NI NiCI2 . For the preparations two molarities of the NaBll., solution were
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employed; 0.15 M and 0.25 M, respectively. When added to the metal ion solution the
p1l in that solution quickly raised from the initial value of about 3. To control the pll
during the reaction 0.1 M HICI or 0.1 NaOlI was added during the reaction, depending
on the pH value heading for. After the addition of the NaBH 4 was completed the
black precipitate produced was washed carefully in distilled water several times
before a final wash in acetone. Part of the acetone-wet precipitate was transferred to
a small container and was subsequently frozen to liquid nitrogen temperature. The
remaining sample was transferred to a passivation rig where it was dried and passiva-
ted at room temperature in a flow of an oxygen-containing nitrogen gas. The passi-
vated samples were employed for chemical analyses, performed by photo absorption
spectroscopy and wet--chemical analysis. The frozen samples were used for M6ssbauer
spectroscopy studies.

The MIssbauer spectroscopy measurements were performed with a 50 mCi 5Co
source in rhodium attached to a constant acceleration spectrometer. The investigated
samples were placed in a liquid nitrogen cryostat and kept at about 80 1K. Zero
velocity is defined as the centroid of the spectrum of a room temperature
measurement on a thin a--Fe foil. The M6ssbauer spectra were fitted with Lorentzian
lines by a least-squares method.

IESULTS AND DISCUSSION

Employing NaBH 4 aqueous solutions with borohydride concentrations of 0.15 NI
and 0.25 NI samples were prepared with pi ranging between 3 and 8, with steps of 1.
The Miissbauer spectra, obtained at 80 K, of these samples are shown in Figure 1.

The spectra for pit = 3 are very similar in the two situations, and can be seen
to consist of two sextets; one with sharp absorption lines and another with broad
lines. The former sextet had a magnetic hyperfine field of about 34.4 T. a negligible
quadrupole shift and an isomer shift of about 0.12 mms'. This component corres-
ponds to a--Fe, possibly partly substituted with Ni. The overall chemical analysis
yielded an Fe to Ni ratio of about 7. i.e. the ratio is about twice of that in the aque-
ous solution. The broad sextet with a hyperfine field of about 29 T, corresponds to an
amorphous Fe-Ni-B alloy. The broad absorption lines are due to a distribution of
hyperfine parameters.

For the two different NaBII 4 molarities the spectra depend sligthly differently
on the pH. With a NaBII4 molarity of 0.15 the NlMssbauer spectra reveal only a single
sextet, with broad lines for pfl between 4 and 7, while for a NaBI3 4 molarity of 0.25
also a sharp-lined component, due to a crystalline phase, is present.

Considering first the 0.15 M experiment, the sample prepared with p1l = 4 was
found to have the composition Fe68 Ni41318. The magnetic hyperfine field was deduced
to be about 28.5 T. Sostarich et al. 8 have determined the hyperfine field at the iron
site at, 4.2 1K for (FexNij-x)soBo ribbons prepared by the melt-spin method, and
they. similarly, deduced a hyperfine field of about 28.5 T, for x 2f 80. The amorphous
structure seems, thus, to be similar for the particles and tlhe ribbons.

From Figure 1 it, is seen, that an increase of p1l first, leads to a decrease, later
an increase of the magnetic hyperfine splitting of the spectra. This can also be seen
from lFigure 2, where the hyperfine fields for the component with broad absorption
lines are shown as a function of p1l for both series of experiments. The magnetic
hyperfine fields reaches a minimum arounl a p1l of 5. From the chemical analyses it
can be conchuded that this is due to a rmaximuni in boron content around this )1l
value. The maximum boron content was found to bie 19 at. (X.

For a pl value of 7 the deduced hyperfine field is about. 29.0 T, which is
rel;lrkably high considering tihe Fe/Ni ratio to be 0.8 as estimated from (hemical
analysis. F.or (Fle,Ni)sO1l2o rilhbons, prepared by the liquid--quenci technique, this
Fe/Ni ratio result in a magnetic hyperfine field of about 27.2 T at 1.2 K (ref. S). The
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i)Figure 1. N1ssbauer spectra obtained at S K for Fe-Ni-B alloy partic-les prepared with addition of 0.15 M (left figure) and 0.25 M (rightfigure) NaBH 4 in aqueous solution to an Fes0 Ni,2 salt solution controlled

at the indicated p1! values.

high Ni content dccreases the Curie temperature from about 700 K for the Ni-free
sample to about 500 K (ref. 8), which would lead to an even lower hyperfine field at
80 K than the about 27 T. The reason for the considerably higher hyperfine field in
our sample is a low boron content. The sample prepared with pH equal 7 was found
to contain only 9 at. % boron. Thus, through control of concentrations and plI we
have been able to prepare an amorphous (Fe,Ni)-B alloy with only 9 at. % boron.

If the pIH is forced to be 8 during the addition of NaBII 4 the Fe and Ni precipi-
tates and do not become reduced by the NaBII4 . For a plI value of 8 the M6ssbauer
spectrum in Figure 1 is seen to consist of Fe3 and Fe2 *.

When the NaBll 4 molarity is increased from 0.15 to 0.25, the Nl6ssbaier specl ra
all reveal some crystallinity in the samples. This is in accord wit h the ohservations I
Wells et al. 5, who observed that the boron content, decreased and the degree of cry-
stallinity increased with an increase of the molarity of NalI3I4 solution.
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Figure 2. Trhe magnetic hyperfine field for the amor-
phous component versus pll preparedl with a NaBIll-
molarity of 0.15 (0) and 0.25 (o). Open/closed sym-
b~ols are for partly/completely amorphous samples.

CONCLUSIONS

Fe-Ni-B alloy particles have been prepared by reduction of the transition
metal ions by addition of an aqueous NaBII 4 solu1tion. It has been demonstrated that
the alloy compositions are sensitively dependent on p11 as wvell as the NaIBlI 4 concen-
ration. U~sing a NaBH 4 molarity of 0.15 the particles become amorphous for p11 in

the rang e 4 to 7. while a molarity of 0.25 yields partly crystalline samples. [By corn rol
of the two parameters an amorphous Fe--Ni-B3 alloy with as little as 9 at. Vu boron
has been prodluced.
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QUANTUM EFFECTS IN ULTRAFINE Nd-Fe-B PARTICLES

M.A. Lopez Quintela, J. Rivas, L. Liz and I. Winter

Depts. of Physical Chemistry and Applied Physics
University of Santiago de Compostela
E-15706 Santiago de Compostela. Spain

INTRODUCTION

The producticn of ultrafine particles, that is, particles in the
10-100 A interval, is a topic of great interest because of the'r peculiar
behavior which differentiates them from the bulk material . One of the main
differences is the existence of quantum size effects in the optical

2properties of the particles

In the last few years, several production methods for ultrafine
particles have been developed. These methods consist, fundamentally, in
obtaining the particles in a supporting medium (solid, liquid or gas) using
techniques such as thermal evaporation, colloidal systems, ion and laser
bombardment, etc.

In particular, the preparation of colloidal systems of magnetic
particles by chemical methods, such as precipitation , reduction , etc.

presents great possibilities.

One of the problems which arises with these chemical methods is to
athieve .ontrol over the size of the particles. To solve this, different
pro(edures, which go from the simple addition of substances which hinder
growth in a specific stage of the process (as in the case of the addition
of gelatin in the production of Ag metallic particles ), to using
ompa i Irit al ized media (such as micr oomul sions, suriat rant solutions,

ve.,i( c, etc.( ) 
for the chemical process, have been proposed.

In the present work we have first studied, the use of microemuIsions as
a way of control Iing the growth of mapnet i,. part icles produced by the
r,,du( t ion of i-e 2 and Nd3 sa Its by NiB 4l . Secondly, we have studied the4

inf luen(e of size on the opt i, a)I b!,ot pt ion of colloidal suspensions of
s,ignet i par t i( les, observirn th, ,ix1. ter e of quantum effects when the size
of the par t ]( I is suff icient ly h 'd.

LI X'I R I MLNTAI (HOLEW-URI-1

1he ol lowing pro(edur,, we, d,,velopd for obtaining the- magnet ic
p,arti les of Ndfeb. A ,.olojt ion with ,in ,f-quate ratio of the metalli

it ions Ifi' and Ndr was mix-I with f a rio ()f bor ohydride. There were- two
wiys of mixing. the so !ution. 00, wi, th, dlpir wisi addition of the, redu(tion

S 1,7.n , -, h , ,. '%In o u, , u,,/V,,a rt., u2n,, , 567
[ d t,,l , [ tl,|lp~rl ;,, ld .\ Prig]/. I'I,'rlw l frl ,,.y tv York. 11 1



agent solution onto the one with the metallic ions and the other was by
rapidly and directly mixing them using a tee-junction. This way, we obtained
fine particles with different Nd/Fe/B ratios and with sizes between 100 and
400 nm. In order to control the growth of the particles we carried out the
reaction in the presence of microemulsions. In this case, we mixed two
identical microemulsions, one containing the reduction agent and the other
the metallic salts. We found that the real size of the part:lc. '- 4 50 lIi)
was determined by the size of the droplets which made up the microemulskon.
In this work the microemulsions we used were water in oil microemulsions
composed of heptane/water/aerosol-OT (sodium bis-(2-ethyl,hexyl)sulphosucci-
nate) with a concentration of 0. 1 M in aerosol-OT (AOT) and different ratios
R= [H 0]/[AOT]. For this type of microemulsion, the size of the water

droplets may be calculated as a first approximation by using the equation:
r(radius of the droplets)/nm = 0.175 R + 1.5.

The optical absorption measurements were carried out with a KONTRON
UV-VIS spectrophotometer (model UJVIKON 930).

For the dynamic light scattering measurements, the optical source was
an argon ion laser operating at 514.5 nm. The scattered light was collected
at the appropriate angle by high quality commercial goniometer (ALV SP-81)
and was focused on a photomultiplier cathode (EMI-9863). For the study, the
scattering angle was fixed at 90'. The photomultiplier signals were passed
to 10 ns amplifier-discriminator units. Single photon counting pulses were
processed by a digital correlator (ALV-5000 Multiple Tau Correlator.

RESULTS

1. Sizc control

In order to observe the control exerted by the microemulsions on the
size of the particles, we first prepared different samples in aqueous
solution, this is, without the control medium. In tables 1, 2, we show the
results obtained from laser light scatter ing as a function of time for
colloidal solutions produced with concentrations C : [FeC1 ]=l.9xlO M,A 2

INdCI 1=3.'fxlO-"M, [NaBIA 1=8. SxlO- 4M tat)le 1); 4(- (table /).1 4 A

We an observe: 1) the partic le obtained using this procedure are
always -O. 1 pm and the size increisf-, not iLably with the concentration of
reactives used. 2) The colloidal solut ion!, ar: riot stable and the sufler an
aggregation process with time. This phernomenon can be observed in the
ole' tron micrographs shown in f igure 1 where we can see the particles as
obtained and after the aggregation pro,:esa. 3) From tables 1, 2, we can also
dedu o t hat the quasi monod i ape r si t y observe at low con ent r at ions
di',Ippe ar; with time as wel I a. with Itt: 1 r, l,,'n, ei o I the concentrations (see
f F'.ur e I .

Table 1. Var iat ion (,t th, hydi odynami( radius of
partict Is forried in aqueous solution for

() tI lt, r , t O).
A

5 1i V) t

8 1(4 iA

I5 1 .' m

1," '' I d

m=568i pi ., tv; lllyitl r aliy

568



Tbe2. Variation of the hydrodynamic radius of
particles formed in aqueous solution for
4C concentrations.

A

time/min r observations
H

5 433 m
7 477 m
10 540 p
15 668 p
20 94S VP
25 3150 vp

vp=very polydisperse

a

-I-
Fi.1. F:IOct ron mi, iogI phSo part tic Is formed in

qIIJOOii; c(Ilio '4 k1 'en LIfilti = 100 C'
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Table 3. Variation of the hydrodynamic radius of
particles formed in microemulsion for
-C concentration.

A

time/min r observations
H

30 5.6 m
50 6.1 m
140 7.1 m

Afterwards, we piepared samples in microemulsions with concentrations
similar to the ones used in water but referred to the total volume of the
solution (see table 3). Firstly, we can observe that the particles obtained
are now a lot smaller than those obtained in water and that the growth is a
lot slower despite the fact that the effective concentrations used are 10
times higher than in the aqueous solution experiments because the reaction
for the formation of the particles takes place only in the water
microdroplets which make up the microemulsion. When effective concentrations
similar to those of the aqueous solutions are used (a C /10) we obtain

A

quasimonodisperse colloidal solutions which do not change noticeably with
time and are stable for periods of several weeks. It can also be observed
that the hydrodynamic radius of the particles obtained coincides with that
of the microdroplets of the microemulsion, this confirms that microemulsions
are an idcneous means for controlling growth.

There are two factors which may influence growth control. Firstly, the
rapid nucleation and initial growth reaction8 takes place inside the water
microdroplets which limit this initial growth (hindering growth). Secondly,
once the particles have been formed, they are protected by a surfactant
layer and by steric repulsion they do not allow that the latter collisions
produce the aggregation phenomena detected in aqueous colloidal solutions
(stabilization of colloidal solutions).

2. Quantum effects

We have also studied the influence of particle size on the optical
properties. For this, we performed experiments by means of UV-VIS
spectrophotometry in the wavelength range 200< A (nm) < 500. According to
the sizes of the particles we have mentioned, we can differentiate three
behaviors depending on the size/wavelength ratio:

1) Rayleigh region: r/A < 1 (r=radius on an spherical particle).

2) Mie region: r/A = 1.
3) Optical region: r/A > 1.

Therefore for the particles obtained in water (r a l00-400nm) we must
expect a Mie behavior from the spectrophotometric observations. In figure 2
we clearly observe a continuous drop in the absorbance superimposed to
resonances of the Mie type. For particles which are smaller than these
wavelengths, such as those obtained in microemulsions (r/A <1) we can expect
a monotonous drop in the absorbance (Rayleigh region) due to the fact that
the effective cross-section of the particles decreases. In figure 3 we
present a characteristic spectrum obtained for the ultrafine particles. As
can be seen, the behavior is not of the Rayleigh type and two maxima appear
in this wavelength interval which can be attributed to the existence of
quantum effects due to the small size of the particles. These effects, which
have been found in other semiconducting ultratine particles, are associated
by most authors with the separation of the energy levels in the conducting
band of the semiconductor because of the small dimensions of the particles.
Consequently, they are called Q-particles. According to this interpretation,
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Fig. 2. Absorption spectrum of coiloidal NdFeB
obtained in water (ra 300nm) showing the
existence of Mie resonances.

A

ko 5"0 300 3W 400 450 500

Fig. 3. Absorption spectra of colloidal NdFeB

obtained in microernulsions (R=13) showing
the presence of quantization effects.
Concentration: I=SC '2=6C

A A
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the quantum effects should disappear when we increase the size of the
particles. This is so, we observe that for particles of around 15 nm this
effect disappears and we only see the continuous band corresponding to the
electronic absorption of this semiconducting material.

From what has been mentioned we can conclude the following: Firstly,
that microemulsions adequately control the growth of magnetic particles and
permit the formation of stable colloidal solutions. Secondly, that varying
the size of the microdroplets, ultrafine particles of different sizes can be
obtained. Thirdly, that the optical properties have been studied and the
existence of quantum phenomena has been detected for the smaller particles
( 8-10 nm).
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MAGNETIZATION REVERSAL IN CLUSTERS OF MAGNETIC PARTICLES

P.V. Hendriksen, S. Morup, G. Christiansen and K.W. Jacobsen

Laboratory of Applied Physics
Technical University of Denmark
DK-2800 Lyngby, Denmark

The energy barrier of reversal of the magnetic moments in a system of interact-
ing magnetic particles has been evaluated for different geometric arrangements. It is
found that introducing a neighbor particle to a linear chain lowers the energy barrier
of reversing the magnetic moments substantially.

INTRODUCTION

Magnetic interactions between microcrystals are of interest because of their
influence on the characteristics of technologically important materials like magnetic
recording media and ferrofluids. Chains of magnetic microcrystals have also been
observed in biological systems, for instance in magnetotactic bacteria'. In the present
work the energy barrier of reversing the magnetic moments in chain-like
configurations of magnetically interacting particles has been evaluated. Especially the
influence of a neighbor particle to a linear chain has been studied by considering a
simple system containing five identical particles in the two configurations shown in
fig. 1.

00000 0000

Figure 1. The linear chain and the neighbor configuration of the cluster.

TIIEORY

The magnetic interaction between the particles is assumed to be of the
dipole-dipole kind, i.e. the total interaction ,E, is given by:
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where i, j are particle indices, pi is the magnetic moment of a particle and -ii is the
vector from particle i to particle j. The summation is over all pairs of particles.

Another contribution to the energy of the system arises from magnetic anisotro-
py of the particles. However, the aim of this work was to study the influence of mag-
netic dipole interaction on the magnetic properties of the system, and therefore the
anisotropy energy has been neglected.

METHOD

The linear chain obviously has two energy minima - with magnetic moments
aligned along the chain pointing right or left. To evaluate the energy barrier separat-
ing these two minima one needs to "force" the system in a continuous way from one
minimum to the other by constraining only one parameter. This can be done, for
instance, by requiring a specific magnetization in the chain direction, and change this
magnetization step by step between the values corresponding to the two minima. For
each value of the magnetization the dipole orientations corresponding to the mini-
mum value of the energy are found. If the configurations corresponding to different
magnetizations represent a geometrical continuous way between the two energy
minima the estimated energy barrier is the lowest one separating the two minima.

The minimum energy configuration for each magnetization is found by com-
puter simulation. Running a Monte-Carlo simulation with the Metropolis-algorithm
the accepted configurations represent a canonical ensemble 2. The minimum energy
configuration is then found by a "simulated annealing" 3 in which the temperature of
the ensemble is gradually reduced. In the limit of very slow annealing the system will
be trapped in the minimum energy configuration.

RESU LTS

The mininmum energy configurations of a system containing 5 particles in a
chain corresponding to different constrained magnetizations, M, are shown in figure 2.
The corresponding energies are shown in figure 4. Figures 3 and 5 show minimum
energy configurations and corresponding energies of the system in the neighbor
configuration. The energy barriers of reversal of the magnetic moments are
summari7ed in table 1. AEtot is the barrier of reversing all the magnetic moments.
and AE, is the barrier for reversing only one of the magnetic moments. In the linear
configuration the "cheapest" way of reversing the magnetic moment of one particle is
by reversing all the magnetic moments, whereas in the neighbor configuration the
magnetic moment of the neighbor particle is (almost) reversed when the system is
forced between the two minima corresponding to magnetizations of -4.8 and -3.0 (see
fig. 5). The global energy minimum of the system, Eni,,, indicates that, the linear
configuration is energetically favorable compared to the neighbor configuration.

Table 1. AFtot is the barrier of reversing all the magnetic momeJnts. AE, is the
barrier of reversal of one of the magnetic moments. Emin is the minimum of the total
energy. The energies are given in units of po12/r 3 .

(AEtot AEl Ei, n

5 particles, linear. 0.364 0.361 -0.711

5 particles. neighbor. 0.161 0.018 -0.565
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Figure 2. Minimum energy configu- Figure 3. Minimum energy confi-
rations in the linear system. The gurations in the neighbor system.
upper and the lower configura- M is the magnetization along
tions are the global minima, the chain in units of p.
M is the magnetization along
the chain in units of /t.
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Figure 4. Energy versus magne- Figure 5. Energy versus magneti-
tization in the linear system. zation in the neighbor system.

The magnetization may also he re-
versed in a different way, which
results in a curve given as the
mirror image of the shown curve
with respect to NI = 0.
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DISCUSSION

The results given in figures 2 - 5 and table 1 show that the neighbor
configuration has an energy barrier of reversal of all the magnetic moments which is
more than a factor of two lower than in the case of the linear configuration. At some
magnetizations the magnetic field at the site of the neighbor partic!e is very small
because of an outbalancing effect of the fields originating from the particles right and
left of the neighbor particle (fig. 4). This leads to a very low energy barrier of
reversing the magnetic moment of the neighbor particle (AEneighbor
1/20 AElinear). Similar results are found when 7 particles are studied.

Tronc et al. 4 have by means of Massbauer spectroscopy studied tlhe superpara-
magnetic relaxation times of different geometric configurations of 90 A maghemite
particles. They found that the relaxation times depend on the detailed geometric
arrangement of the particles - especially they noted a faster relaxation when the
number of nearest neighbors in the system was increased. They suggested that it is
the magnetic dipole interaction between the particlcs that accounts for the depen-
dence of the relaxation time on the geometrical arrangement of the particles.

For non-interacting particles the superparamagnetic relaxation time (T) is often

written:

7 = roexp(AE/kT) (2)

where AE is the energy barrier of reversal of the magnetic moment. Such an expres-
sion is valid in the case where the magnetic anisotropy is responsible for the energy
barrier 5. If the form of this expression holds also when the energy barrier arises from
magnetic dipole interactions between the particles the results of the computer
simulations can be interpreted in terms of relaxation times.

The computer simulations presented in this article suggest that magnetic inter-
actions between the particles might very well be the explanation of the results of
Tronc et al. 4 . Deviations from the simple linear structure (iitroduction of one
neighbor) certainly lowers the energy barrier of reversal of the magnetic moments.
aaid assuming eq. (2) to hold, this corresponds to faster superparamagnet ic relaxa ion.

CONCLUSIONS

The energy barrier of reversing the magnetic moments in a system of particles
interacting by magnetic dipole-dipole interactions can be found by computer
simulation methods. Deviation from the linear structure introduced by placing one
particle of the system as a neighbor to the linear chain (instead of placing it at the
end of the chain) leads to a significant reduction of the energy barrier of
magnetization reversal. The magnetic moment of the neighbor particle is reverse(]
much easier than when the particle is placed at tie end of tle chain. Introducing the
neighbor particle complicates the appearance of the system energy as a function of
magnetization - local mninimia are introduced an(l egenerations occur ((ifferent
configurations possess the same energy and magnet izat ion).
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ELECTRIC AND MAGNETIC PROPERTIES OF SMALL SYSTEMS
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ABSTRACT

Importance of small physical systems is briefly described. The

influence of the size on the physical properties is illustrated by the

electrical conduction measurements on thin Cr and Ni films on glassy

surfaces and by magnetic studies on small ct-Fe 20 3 particles.

Small pnysical systems are nanostructured materials which lie be-

tween the domains of atoms and molecules and the long range macroscopic

solid substances. Specific examples of small physical systems are atomic
clusters, small particles, thin films and wires, interfaces, organic

conductors, composite phases, etc. Such materials are found in nature

and can also be created artificially as new technologically promising

materials with special properties. The nanostructured systems are of

great fundamental and also practical interest. From the fundamental

viewpoint, in such systems it is possible to explore quantum size

effects on physical properties due to observable energy level quantiza-
tion. Furthermore, in small systems one can observe the birth of co-

operative physical behavior. Obviously, one Fe atom is not ferromagnetic,

two Fe atoms do not form a ferromagnetic system but - definitely - an

aggregate of 10
3 

Fe atoms possess ferromagnetic characteristics. This
type of questioning applies to other cooperative properties, such as

superconductivity, melting, etc. In small systems a sizeable number of

particles of the system are in the surface environment causing special

surface effect manifestation on physical properties. In addition to the
above topics, small systems also offer opportunities for fundamental

investigations on a variety of tunneling phenomena in composite materials,

phase transitions, and crossovers in 2d and 3d materials, investigations
of moment reversal in magnetic aggregates, etc.

From an applied viewpoint, small physical systems are of signifi-

cant interest for making new composite materials and magnetic fluids,

for activities ih. the areas of powder metallurgy, catalysis, chemi-

sorption, etc. Lastly, the general developments in the high technology

fields require decreasingly smaller components and miniaturization

making small physical systems useful materials for these purposes.

It is impossible in a short space to discuss the above topics in

detail. Therefore, below we present few selected topics where clear
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effects of small system aspects can be seen in the behavior of their
physical properties.

One interesting area of small system manifestation is the study of
electrical conduction in very thin metallic films deposited on glass
surfaces. When a metal is evaporated on such a surface, first small
disconnected islands are formed which upon additional evaporation become
larger, come closer together, become partially connected ("inverse Swiss
cheese model"), and eventually form a continuous film. The electrical
conduction undergoes drastic changes as the evaporation process proceeds
from the island distribution to a full normal film of certain grain
structure. Islands separated far from each other give an electrically
insulating material. As the islands grow and come closer together, the
electrical conduction mechanism is some kind of tunneling process. As
the average thickness increases in the tunneling regime, the film enters
the percolation regime and undergoes an insulator-metal transition.

Recently we have investigated the above conduction processes in Cr
and Ni films deposited by evaporation on glassy surfaces. Figure i shows
a typical plot of electrical conductivity of a Ni film at 300 K as a
function of average film thickness d. The region A is associated with
the tunneling conduction. The insulator-metal transition occurs in the
region B which gradually becomes the region C where the conductivity is
dominated by the grain boundary and surface roughness scattering. The
above boundaries were determined by a sliding least-squares fits of
appropriate equations describing the conduction in these regions. The
region B is of particular recent interest because for a 2d system the
electrical resistance in this regime should hehave as R- (d-d c-t,
where dc is the critical thickness and t the critical index. Recently

Zabolitsky1 has theoretically determined t/\ = 0.973 + 0.005, where
is the correlation length exponent. Using v = 4/3 gives t = 1.297 t

0.005. Experimental confirmation of the value of t has se far ievolved
mostly model percolating systems and an arbitrary selection of the
bounds for the percolation regime. We have performed a unified con-
tinuous analysis of the conduction in various regimeq of d. In this
manner we have found t = 1.27 ± 0.10, dc = 3.8 + 0.2 nm for Ni films and

t = 1.34 ± 0.11, dc = 1.64 ± 0.20 nm for Cr films. These values are in

a reasonable agreement wich the theoretical predictions. A typical plot
of R for Ni in the insulator-metal transition region is shown in Fig. 2.

Another interesting example of the influence of the size of the
physical system on the magnetic properties is the size dependence of
the Morin temperature in u-Fe 2 03 particles. The bulk a-Fe203 possesses
a corundum type crystal structure with an antiferromagnetic spin
ordering. This material exhibits a first order magnetic transition at
TO = 263 K. The superscript 0 implies that the general Morin tempera-M
ture, TH, which depends on the magnetic field H, has been extrapolated
to the zero field case. Between this transition and the Neel tempera-
ture TN = 961 K, t-Fe 2 0 3 has a weak ferromagnetism due to slight spin
canting out from the basal plane. Below TO the spins are aligned
antiferromagnetically along the c-axis. It turns out that TO is sensi-

tive to stresses and also is dependent of the size of the physical

system. We have prepared good quality annealed a-Fe 203 particles using
techniques described elsewhere

2
. The values of TH for these particles

M
were determined by magnetization measurements as a function of H. By
extrapolating to H 0, TO values were calculated. Figure 3 shows a

plot of TO vs. I/d, where d is the average particle diameter. This

plot clearly demonstrates the size effect of TO. In fact, extrapolations
0 M~

of these data t8 d give the correct TM = 264 ± 2 K for bulk
a-Fe 2 0 3 while TM = 0 case corresponds to 'he observed onset of super-
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paramagnetism in this system. It should be remarked that at the present
time there is no satisfactory theory for tis interesting size effect
on TN in the a Fe 2O 3 system.
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EXISTENCE OF A FREQUENCY CUT-OFF IN THE SPIN WAVE SPECTRUM OF SMALL

MAGNETIC PARTICLES

N. Garcia

Opto. Fisica de la Materia Condensada

Universidad Aut6noma de Madrid, 28049-Madrid Spain

I have calculated the spin wave spectra of a small spherical particle
using the Heisenberg model for a ferromagnetic system. The main finding
is that due to the finite dimension of the particle of diameter Dpthere is
a cut-off in the dispersion relation of the spin waves of the particle.
It is the fact that there cannot be spin waves of wave lenghts larger than
the dimension of the particle.

The cut-off in the space is

kc = 'IDp (1)

and this gives a cut-off frequency in the continuous approximation

h Wc = D(rr/D Z (2)

where D is the spin wave stiffness that reads,

D = 2JSa 2  (3)

where J is the exchange coupling, S is the spin and a the interlayer
spacing. For iron D -. 150 meV.A 2. For a 30A diameter particle hwc  -
1.5 meV 181K. This would be observable with neutron scattering [1].
Also from equation (2) we observe that the cut-off frequency varies as in
1108•

This effect snould introduce a stabilization of the particle
magnetization with temperature and could be the explanation for the high
relaxation times observed in small magnetic particle systems.
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MECHANICALLY ALLOYED PERMANENT MAGNETS

Ludwig Schultz

Siemens AG, Research Laboratories
D-8520 Erlangen, FRG

ABSTRACT

Mechanical alloying is applied to prepare Nd-Fe-B and Sm-Fe-TM-type
permanent magnets (TM: transition metals). Starting from elemental pow-
ders, the hard magnetic phases are formed by milling in a planetary ball
mill and a successive solid-state reaction at relatively low temperatures.
For Nd-Fe-B, the magnetically isotropic particles are microcrystalline,
show a high coercivity (up to 20 kOe for ternary alloys and above for Dy-
substituted samples) and can be either used for making bonded magnets or
compacted to dense isotropic magnets by hot uniaxial pressing. Magnetical-
ly anisotropic samples are formed by die-upsetting. With regard to grain
size, magnetic properties, compaction and formation of anisotropy. the
mechanically alloyed material is comparable with rapidly quenched Nd-Fe-B.
The mechanical alloying process has also been applied to prepare magnetic
material of 3 new Sm-Fe-TM phases. In Sm-Fe-V with the ThMn1 2 crystal
structure, coercivities up to 11.8 k0e, in Sm-Fe-Zr with the PuNi3 crystal
structure coercivities up to 14.8 k0e and in A2-phase Sm-Fe-Ti giant coer-
civities up to 64 kOe (at room temperature) were achieved.

INTRODUCTION

About 15 years ago mechanical alloying has been developed as a new
technique of combining metals 1. It circumvents many of the limitations of
conventional alloying and creates true alloys of metals (or metal/non-
metal composites) that are difficult or impossible to combine otherwise.
Whereas in conventional alloying the mixing of the elements takes place in
the melt and the solid alloy is formed by solidification, mechanical al-
loying uses an interdiffusional reaction, which is enabled by the forma-
tion of ultrafine layered composite particles during the milling process
in a high-energy ball mill. The metal powder particles are trapped by the
colliding balls, heavily deformed and cold-welded leading to characteris-
tically layered particles (Fig.la). Further milling refines the micro-
structure more and more (Fig.lb). Depending on the thermodynamics of the
alloy system, on the mechanical workability of the starting powders and on
the milling conditions, the interdiffusional reaction to form the alloy
can either take place during the milling or a following heat treatment is
needed.
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Fig. 1. Mechanical alloying: formation of layered powder particles.

Examples for mechanically alloyed materials are high-strength super-
alloys, oxide-dispersion-strengthened aluminum alloys, light metals and

intermetallic phases (for a recent overview see 2). Besides this, mecha-
nical alloying can also be applied as a non-equilibrium processing tool to

produce metastable alloys as amorphous metals 2-4 or even quasicrystalline
powders 5. In this contribution the formation of microcrystalline rare-
earth permanent magnets by mechanical alloying is reported. The first part
covers the formation of Nd-Fe-B magnets and the second part describes the
formation of new and possibly metastable hard magnetic phases in Sm-Fe-TM
(TM: transition metal) systems.

Nd-Fe-B MAGNETS

Mechanical alloying of Nd-Fe-B powder is performed in a planetary
ball mill under an argon atmosphere. The elemental powders are mixed and
poured into a cylindrical milling container together with 10 mm diameter

steel balls. The ball milling first produces powder with a layered micro-
structure of Fe and Nd. The submicron boron powder remains undeformed. It
is caught by the colliding Fe and Nd particles which are cold-welded and
is, therefore, embedded in the Fe/Nd interfaces. Further milling leads to
a refinement of the layered microstructure. The crystallite size of the Fe
as derived from X-ray diffraction (Fig. 2a) lies in the range of 20 to6
40 rn. An atomic mixing by deformation during milling does not occur
There are no hints that either a crystalline or an amorphous Fe-Nd phase

is formed during milling (Fig. 2a). Thermodynamic calculations show that
for Fe-Nd the difference of the free enthalpies between the amorphous
phase and the layered composite is positive over the whole composition

7range , thus preventing an interdiffusional reaction. Therefore, by
mechanical alloying, a layered Fe-Nd composite is energetically favored.
The hardmagnetic Nd2 FeI 4 B phase is formed by a heat treatment (Fig. 2b).
Because of the extremely fine microstructure of the milled powders, the

reaction can take place at relatively low temperatures or with short reac-

tion times. Optimum coercivities are obtained after an annealing at 700 °C
for 15 to 30 minutes 6. The grain size of the Nd 2Fe1 4B phase is then about
50 nm.

Fig. 3 is a schematic representation of the processing of the milled

powder and the resulting magnet types. Annealing of the as-milled material
results in magnetically isotropic powders, which can be used to produce

resin-bonded permanent magnets (MMl; MM: "Magnemill"). Isotropic compacted

magnets (MM2) can be obtained either from as-milled or from pre-reacted

powders by hot uniaxial pressing 8. A pressure of 1 kbar at a temperature
above 600 °C is sufficient to get fully dense material. Magnetically ani-
sutkupic sdmples (MM3) can be prepared from compacted isotropic magnets by
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Fig. 2. X-ray diffraction patterns of Nd-Fe-B powder
a) after 30 h milling and
b) after 30 h milling and I h at 600 °C heat treatment.

texturing via hot deformation (die-upsetting; Fig. 3) in a similar way as
has been shown before for rapidly quenched material 9. In our experiments,
5 mm diameter samples are uniaxially compressed to half their height
within a 7 mm diameter die at 700 °C. Crushing of these samples can pro-
duce magnetically anisotropic powder.

Fig. 4 shows the demagnetization curves of all three types of
magnets produced from mechanically alloyed NdI 6 Fe7 6 B8 powder. The resin-
bonded sample (MMl) exhibits a coercivity of 15.3 kOe (the magnetization
values relate only to the magnetic powder). The compacted sample (MM2)
shows a similar coercivity (15.4 kOe). The hot deformation to form the
anisotropic sample (MM3) reduces the coercivity to 11.5 kOe, but improves
the remanence, the squareness of the magnetization loop and the energy
product. The demagnetization curves parallel and perpendicular to the
press direction of an anisotropic sample are shown in Fig. 5. The dif-
ference in the curve shape clearly demonstrates that the sample is now
magnetically anisotropic. The ratio of the remanences measured parallel
and perpendicular to the press direction, which is a measure of the degree
of alignment, is 1.8. Applying a further optimized processing,
coercivities of 18.5 kOe for the compacted isotropic and of 15.3 kOe for
the anisotropic sample have been obtained. Also the degree of alignment of
the anisotropic magnets can be considerably improved by increasing the
deformation ratio Iu

resin

heat treatment resin-bonded
700°C/30' MMI

hot pressing compacted
700 0C isotropic

MM2

hot die-upset Ft.i compacted
7000 C snisotopic

MM3

Fig. 3. Preparation of Nd-Fe-B magnets from mechanically alloyed powder.
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Fig. 4. Demagnetization curves of com- Fig. 5. Demagnetization curves

parably prepared resin-bonded (MMl), measured parallel and perpen-
compacted isotropic (MM2), and dicular to the press direction
anisotropic (MM3) Nd1 6 Fe7 6B8 magnets. of mechanically alloyed and

hot die-upset Nd1 6 Fe 76 B8
magnets.

As it is well known for powdermetallurgically produced [11] and
rapidly quenched samples [12], a Dy substitution increases the coercivity
strongly. Fig. 6 shows the coercivity and the remanence of mechanically
alloyed (Nd1 x Dyx)1 5 Fe7 7 B8 samples versus the Dy content. Since the samp-
les with a high Dy content had to be reacted at a higher temperature to
avoid a two-step demagnetization curve we choose the reaction conditions
which showed the highest coercivity for each composition. Therefore the
reaction time and temperature varied from 10 minutes to 1 h6ur and, res-
pectively, from 700 to 800 0 C. Contrary to powdermetallurgically pro-
duced samples where a maximum coercivitiy is achieved for x 0.6 , our
samples show a continuous increase of the coercivity from 1.27 T for the

ternary Nd1 5Fe7 7 B8 sample to 5.6 T for the Dy1 5 Fe7 7B8 sample. Parallel to
this the remanence of these magnetically isotropic samples decreases from
0.8 T to 0.29 T.

6
(Nd,-. Dy.), Fe,,Oa

5 .8-3 K.. B,
.4=

.2 CrS4

0 .2 .4 . - .8 -

Composition x

Fig. 6. Coercivity and remanence of mechanically

alloyed(Nd1 -xDyx)1 5Fe7 7B8  samples versus Dy content.
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Fig. 7. Hysteresis loops of resin-bonded Sm1 5 Fe7 0 V!5 and
Sm1 2 Fe7 3 VI5 samples mechanically alloyed and annealed for
30 minutes at 700 °C.

Sm-Fe-TM MAGNETS

After the detection of the Nd2 Fe1 4 B phase with its superior hard
magnetic properties in 1983, it took several years before it was realized
that further phases exist, which might be suitable for permanent magnets.
In order to possess a high saturation magnetization and a high crystal
anisotropy, these phases must have a high content of Fe (or Co) and must
contain rare earth elements. Also only non-cubic phases exhibit a uniaxial
crystal anisotropy. Since the binary phase diagrams have been searched for
permanent magnet materials without success (with the exception of the Sm-
Co system), one has to look for ternary phases, including metastable
phases which are not described in the ternary phase diagrams and can only
be prepared by non-equilibrium preparation processes like rapid quenching
or mechanical alloying. In the following we report on the hard magnetic
properties of 3 Sm-Fe-TM phases (TM = V, Ti, Zr) with different crystal
structures, which all show high or ultrahigh coercivities. The samples
were prepared from the pure elements by mechanical alloying and a sub-
sequent heat treatment. For Sm-Fe-TM alloys, mechanical alloying leads to
the formation of an amorphous phase or to a two-phase material of primary
Fe plus amorphous phase. The hard magnetic phases are formed during a heat
treatment in the temperature range from 600 to 900 0C for annealing times
between 15 min and 1 h. Depending on the alloy system, the crystallization
or reaction process can either lead to equilibrium or metastable phases
with a nano- or microcrystalline microstructure. For the magnetic measure-

ments, the resulting powder particles are embedded in epoxy resin to form
magnetically isotropic resin-bonded magnets. The unreacted powder can also
be hot-compacted to isotropic dense magnets.

1:12 MAGNETS

Besides the Sm-Co and the RE-Fe-B systems, the best investigated RE-
containing phases, which are suitable for permanent magnets, are the 1:12
phases (Sm(Fe,TM)1 2 ) with the ThMn1 2 crystal structure which was first re-
vealed by Bodak et al. 13. The magnetic properties of these phases were14 usowfr15an
investigated by MUller for RE(Fe,Mo)I2 , Buschow for Sm(FeV)1 2 and
Ohashi et al. for Sm(Fe,Ti)1 2 16. A detailed investigation of the primary
magnetic properties of the RE(Fe,Mo)1 2 alloys shows that a useful uniaxial
anisotropy is only found for the RE - Sm compounds. This is also true for
the other new phases presented here. The anisotropy field HA of
Sm(Fe,Mo) 1 2, for example, is about 90 kOe, which is higher than that of
Nd2 Fe1 4 B and is, therefore, very promising for achieving high coercivi-
ties.
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At the beginning, we prepared 1:12 magnets with compositions close
to the nominal composition 7 obtaining coercivities up to about 5 k0e.
This value of coercivity corresponds to nearly stoichiometric, microcrys-
talline Nd-Fe-B, where coercivities of 4 to 5 kOe were found. As in the
case of Nd-Fe-B, the microcrystalline 1:12 magnets obviously need a
secondary grain boundary phase for an effective magnetic hardening. This
is demonstrated in Fig. 7 for mechanically alloyed Sm15Fe70 V1 5 and
SmI2Fe73V1 5 samples. These 1:12-type magnets exhibit coercivities of 11.7
or 10.6 kOe, respectively, at room temperature. An X-ray analysis 18 shows
the presence of a secondary SmFe 2 phase, which separates the 1:121 #rains
as a grain boundary phase, as demonstrated by TEM investigations . The
saturation magnetization of the 1:12 phase materials is about 10 kG which
leads to remanences of the magnetically isotropic material of 4 kG for the
sample with a high amount of second phase and of 4.9 kG for the sample
with the reduced Sm content, resulting in an energy product of 5.2 MGOe.
As shown before in general for the 1:12 magnets , a Co substitution can
rise the saturation magnetization to 12 or 13 kG. The remanence also
exhibits a corresponding increase.

THE A2 PHASE IN THE Sm-Fe-Ti SYSTEM

We tried to reproduce the beneficial effect of an increased Sm con-
tent on coercivity also for the 1:12-type Sm-Fe-Ti system. Surprisingly,
the remanence of the samples dropped rapidly to rather small values (1 kG
at 16 atZ Sm 20), but at even higher Sm contents (20 atZ Sm) a new and
probably metastable phase is formed, which, earlier, has only been report-
ed for thin sputtered films 21. Fig. 8 shows the demagnetization curves of
magnetically isotropic resin-bonded Sm20Fe70Til0 and Sm26Fe64Ti10 samples
prepared by mechanical alloying and annealing for 30 min at 725 °C. The
Sm20Fe70Ti10 sample shows a room-temperature intrinsic coercivity Hc of
50.3 kOe and a remanence of 3.0 kG. There is only a small step in the de-
magnetization curve at very low fields indicating the presence of a small
amount of a soft magnetic phase. The Sm26Fe74Ti10 sample even shows a
coercivity of over 64 k0e which belongs to the highest coercivities ever
observed at room temperature. The metastability of this material was dis-
cussed for rapidly quenched samples 22 The crystal structure of this new

5,0

t-2,5

/-Sm 2 oFe7 oflO
-50

-7 .50 -26 0 25 SOkOe 75

Magnetfc fled H

Fig. 8. Room-temperature demagnetization curves of
resin-bonded Sm20Fe7 oTil0 and Sm26Fe64Ti10 samples
prepared by mechanical alloying.
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Fig. 9. Demagnetization curve of a resin-bonded

Sm2 0 Fe 70 Zrl0 sample prepared by mechanical alloying.

phase is hexagonal with a = 2.014 rn and c = 1.2334 nm. It resembles the

A2 phase recently found in the Nd-Fe system (Nd5 Fe 1 7 ). Its exact composi-

tion is not yet known, since it is still open, whether the Ti atoms occupy

the Fe or the RE sites.

THE Sm-Fe-Zr SYSTEM

In the Sm-Fe-Zr system neither the 1:12 nor the A2-phase was

observed for mechanically alloyed samples with a high Sm content. Instead

of this, a Fe 3 (Sm,Zr) phase forms with the rhombohedral PuNi3 crystal

structure. Also this phase proved to be hard magnetic when prepared as a

microcrystalline material by mechanical alloying (Fig. 9). Its coercivity

is 13.5 kOe and the remanence is 4.1 kG. A slightly modified composition

even resulted in a coercivity of 14.8 kOe.

CONCLUSIONS

These results demonstrate that mechanical alloying is a useful
technique to prepare permanent magnets. For Nd-Fe-B, magnets can be
obtained with properties that are comparable to rapidly quenched material.

For Sm-Fe-TM alloys, three new hard magnetic phases were found. Moderate

coercivities of 12 to 15 kOe were obtained for Sm-Fe-V with the ThMn1 2

crystal structure and for Sm-Fe-Zr with the PuNi3 crystal structure,

whereas A2-Phase Sm-Fe-Ti samples reached 64.5 kOe. It is, therefore,

predicted that the mechanical alloying process will get its share on the

growing rare earth permanent magnet market.
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Abstract
The discovery of high performance melt-spun Nd-Fe-B magnets ushered in a new era

in permanent magnets. Since then, melt-spinning has proven to be a powerful and versa-
tile technique for magnetic hardening, and a commercially viable alternative to conventional
powder metallurgy (sintering) processing. Although most often viewed as a means of making
amorphous metals, its success in fabricating permanent magnets depends instead on its ability
to produce nanocrystalline material: crystalline compounds with submicron grain sizes. The
wide variety of materials amenable to melt-spinning makes it an excellent research tool for ex-
ploring the potential as permanent magnets of compounds having favorable intrinsic magnetic
properties, and evaluating the effects of compositional variations and additives on their hard
magnetic properties. As a non-equilibrium process it is capable of fabricating magnetically
hard metastable compounds which are difficult or impossible to make by more conventional
means. Most recently, melt-spinning has been used to magnetically harden Sm-Fe-V and
Sm-Fe-Ti alloys.

Introduction

Early interest in rapid quenching of permanent magnet materials was stimulated by Clark,
who generated significant room temperature intrinsic coercivity (Hei= 3.4 kOe) by anneal-
ing sputtered amorphous TbFe2 films [1]. Adaptation of melt-spinning to rapidly quench
rare earth-iron alloys was pioneered by Croat and Herbst [2], who obtained Hci= 8.5 kOe
in binary Ne..Fel-, alloys, and by Koon an,. Das [3], who obtained similar coercivity in
(Lao.sTbo.s)ioFeT3.8 B16 .2 . This early work came to fruition when Croat et al. discovered
rapidly quenched Nd-Fe-B permanent magnets [4] with Hci= 20 kOe based on the new ternary
compound Nd 2 Fe14B [5]. Similar results were reported by Hadjipanayis et al. [6] for a Pr-Fe-
(B, Si) alloy. So successful has this work proven that Delco Remy Division of General Motors
Corporation has become the first commercial producer of melt-spun Nd-Fe-B magnets at its
new MAGNEQUENCH plant in Anderson, Indiana.

Melt-spinning
Figure 1 illustrates the conceptual simplicity of melt-spinning. Pre-alloyed ingot is induc-

tively melted in a quartz or refractory ceramic crucible which has a -0.6 mm diameter orifice
at the bottom. After a brief soak at 100-150'C above the melting temperature to ensure
temperature uniformity, the crucible is pressurized with 15-35 kPa of argon gas to force the
molten metal through the orifice. The jet of molten metal impinges onto the circumference
of a rapidly spinning quench wheel, which in our research apparatus is solid copper (for high
thermal conductivity and heat capacity) with a thin chrome plating (for abrasion resistance).
The jet feeds a stationary pool of liquid metal at the point of contact with the wheel, while
the wheel extracts the solidifying metal from the pool as a thin, 1-mm-wide rapidly quenched
ribbon. An inert gas atmosphere (or vacuum) protects the rare earth from oxidation during
high temperature processing.
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Much of the versatility of melt-spinning lies in its ability to alter the quench conditions
by adjusting the surface velocity v, of the quench wheel [2,4]. With all other parameters

held fixed, v, determines the rate at which ribbon is extracted from the pool, with higher
surface velocities producing thinner, more rapidly cooled ribbons. The average cooling rate,
or quench rate, can be as large as 106 K/s.

While useful, the concept of average quench rate should not be taken too literally: Of much
greater importance is the thermal history of each volume element of the ribbon. This thermal
history depends not only on the ribbon thickness (or equivalently v.), but in general varies
even across the thickness of an individual ribbon [4), since the wheel surface of the ribbon
is more rapidly quenched than the free surface, especially in thick ribbons. The magnetic
properties thus represent the average properties across the ribbon thickness.

Magnetic properties and microstructure

Demagnetization curves for crushed, compacted Nd-Fe-B ribbon samples quenched at
various wheel velocities [4] are shown in Figure 2. Maximum Hci occurs over a fairly narrow
range of average quench rates near v,= 19 m/s, corresponding to ribbons about 35 pm thick.
Hci decreases in ribbons quenched either too quickly ("overquenched") or too slowly ("under-
quenched"). The energy product (BH)maz (the maximum product of the magnetic induction
B and the field It in the second quedrant of the B-H loop) is also indicated in Figure 2. This
figure of merit reaches 14 MGOe for optimally quenched ribbons.

The key to high coercivity is to maximize the content of nanocrystalline Nd 2 Fe1 4 B. 11,i is
largest when the Nd 2 Fe14B grai . size across the entire ribbon thickness falls within the limits
20-80 nri [4]. Hci is reduced in overquenched ribbons (v,> 19 m/s) by the formation of a 1%yer
of magnetically soft amorphous Nd-Fe-B at the quench surface, and very high quench rates
produce thin, entirely amorphous ribbons with negligible coercivity. Optimum magnetics can
be recovered from overquenched ribbons by crystallization of the amorphous material near
700'C [4]. Underquenching (v,< 19 m/s) occurs when inadequate quenching at the free
surface allows the growth of oversized Nd 2 Fe] 4 B grains. Grains with diameters greater than
about 150 nm have reduced coercivity [7], and decreasing v. increases the volume fraction of
magnetically soft oversized Nd 2 Fe1 4 B. Underquenched material cannot be recovered, since it
has already been excessively heated during melt-spinning.

Optimally quenched Nd-Fe-B ribbons have a simple two-phased microstructure, [8] as
illustrated by the transmission electron micrograph in Figure 3. Randomly oriented spheroidal
50-nm-diameter grains of the matrix Nd 2 Fe 14 B phase are separated by a thin film (typically
3 nm thick) of non-crystalline Nd-rich, boron-depleted eutectic whose composition is about
70% Nd. This simple microstructure reflects the non-equilibrium nature of melt-spinning.
Because Nd 2 Fe 14 B forms peritectically at 1155'C[9], equilibrium cooling from the liquid (for
example in ingots) first precipitates iron as the primary crystal above the peritectic temper-
ature, producing a multiphased mixture with large quantities of undesirable second phases
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FIG. 1. The melt-spinning process. FIG. 2. Demagnetization curves for melt-

spun Nd-Fe-B prepared at various wheel
speeds v, (Ref. 4).

592



[10]. Rapid quenching circumvents phase separation by superco4ling the liquid to below the
peritectic temperature, where Nd 2Fe14B crystallizes directly. The Nd 2Fe14B grai-s grow un-
til they nearly impinge, whereupon the remaining Nd-enriched liquid solidlfies betwcen the
grains. The intergranular phase is amorphous as a consequence of the difficalty in crystallizing
a thin film of liquid [8]. An identical microstructure is obtained in over quenched-annealed
ribbons: The Nd-rich film is molten at 7000C, and is unable to crystallize upon resolidification.

As the microstructure implies, practical melt-spun magiets are made at compositions
somewhat Nd-rich from the Nd2Fe14 B composition. Hci increases -with increasing Nd content,
but at the expense of remanence as the volume fraction of Nd 2Fe1 4B decreases [4]. The
composition can thus be tailored to maximize either coercivity or remanence (but not both).
A good balance between remanence and coercivity is obtained at about 13.5 at. % Nd.

Rapid nucleation and grain growth during melt-spinning (or annealing of overquenched
ribbon) does not provide a mechanism for preferred orientation of the crystallographic c-axes
(the magnetic easy axis). The bulk magnetic properties are isotropic, i.e. independent of the
direction in which the sample is magnetized. A few reports of partial alignment in ribbons
have been published [11-14], however the coercivities and hysteresis loop shapes achieved so
far are not as good as those of the isotropic ribbons. Alignment can be induced in Nd 2 Fe 14B
ribbons by hot deformation, as will be described below.

Grain size and coercivity
The grain size in optimally quenched ribbons, 20 to 80 nm, is less than the theoretical

diameter Dc= 150 nm, below which an isolated spherical Nd 2Fe1 4B grain will be single domain
[8]. Lorentz images of the domain walls in thermally demagnetized ribbons using electron
microscopy have confirmed that every grain smaller than 150 nm consists of a single magnetic
domain, with the domain walls pinned at or in the intergranular phase [8]. These are not
simple 1800 domain walls, but rather represent a more complex domain structure reflecting
the random misalignments of neighboring grains.

Initial magnetization and remagnetization studies show that the domain walls remained
pinned at the intergranlar phase at all stages of the magnetization and demagnetization pro-
cess. Moment reversal occurs by switching the magnetization of individual grains, or at most
small groups of grains [15], presumably by insertion and propagation of a domain wall. While
the intergranular phase itself can pin the domain wall, these results, together with Lorentz
microscopy, suggest that an important contribution to Hci is the resistance to the formation
of a domain wall within grains smaller that Dc [15]. Comparison of initial magnetization and
demagnetization also reveals that magnetic interactions between neighboring grains are im-
portant: The applied field needed to reverse a particular grain depends on the magnetization
states of its neighboring grains [161.

The ribbons can be considered as a system of interacting single-domain particles, where
high coercivity arises from the nanocrystalline particle size and the optimum configuration
of wall pinning in an intergranular phase. The details of the origin of coercivity, and of the
domain structure and magnetization behavior, however, are not well understood, and represent
an import:int area for further research.

FIG. 3. Transmission electron micrograph of
optimally quenched Nd-Fe-B ribbons (Ref. 8).
The arrow highlights the amorphous intergran-
ular phase.
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Melt-spun R-Fe-B
Elemental substitutions for part or all of the rare earth, transition metal, and metalloid

components in melt-spun Nd-Fe-B have been extensively studied. These generally fall into
two categories: (1) Substitutions which alter the intrinsic magnetic properties of the R 2Fe 14B
phase (for example, substituting Co for some of the Fe to increase the Curie temperature
[17, 18]), and (2) additive elements introduced in small quantities (i- 1 at. % ) which con-
centrate in the grain boundary phase (for example, adding 0.5 at. % Cu to increase Hci [191).

The R 2Fe14B phase forms for all of the rare earths except Eu [20], and several R-Fe-B
alloys have large coercivities when melt-spun. The saturation magnetizations are high for the
light rare earths, where the rare earth-iron moments couple ferromagnetically (parallel), and
are relatively low for the heavy rare earths due to the antiferromagnetic R-TM coupling [20].
The Hci values achieved [4] generally reflect the anisotropy field HA of the R 2Fe1 4B phase
[20]. Pr 2Fe14B, with intrinsic magnetic properties similar to those of Nd 2 Fe14 B, has very
similar hard magnetic properties [4]. Tb and Dy are especially noteworthy because even at
room temperature the magnetocrystalline anisotropy fields are huge, estimated at 150 kOe
for Dy 2 Fe1 4B and 220 kOe for Tb2Fe14B[21]. The melt-spun ribbons have correspondingly
enormous room temperature coercivities [22]: 64 kOe for Dy-Fe-B and 96 kOe for Tb-Fe-B,
as shown in Figure 4. To the best of our knowledge, this is the highest room temperature
coercivity ever reported for a permanent magnet material.

Among compounds having the R2Fe14B crystal structure, only Co substitutes fully for Fe,
and both Nd-Co-B [17, 18] and Pr-Co-B [23, 24) alloys have been magnetically hardened
by melt-spinning. A coercivity of 25 kOe was obtained in melt-spun Pr-Co-B [23], reflecting
the 100 kOe anisotropy field of Pr 2Co 14B [25]. Similarly, although it is more difficult to form
than Nd-Fe-B, the carbide magnet Nd-Fe-C has been melt-spun [26], yielding Hci= 10 kOe.

Hot deformation
Practical bulk magnets are made from the loose ribbon flakes by one of several consoli-

dation techniques. In the first and simplest process, coarsely ground ribbon powder is mixed
with a binding agent (such as epoxy), cold pressed, and cured [27]. This bonded magnet, des-
ignated MQL, has isotropic magnetic properties identical to those of the constituent ribbons,
except for a reduction in the magnetization reflecting the 15% by volume of non-magnetic
binder. The second quadrant demagnetization curve of a bonded magnet is shown in Fig-
ure 5, together with an optical micrograph showing the arrangement of the individual ribbon
fragments. The powder retains high Hci after grinding by virtue of its nanocrystallinity-each
powder particle contains about 109 individual grains, so the damage introduced by grinding
affects only the small volume fraction of grains on the particle's surface. Small and complex
net shape magnets can be made by pressing, compression molding, or injection molding. This
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FIG. 4. Hysteresis loops for Tb-Fe-B FIG. 5. Demagnetization curves for bonded,
ribbons (solid line) and Dy-Fe-B ribbons hot pressed, and die upset Nd-Fe-B magnets
(dashed line). (courtesy C. D. Fuerst and E. G. Brewer).

The deformation of individual ribbons can
be seen in the optical micrographs (Ref. 20).
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contrasts with large grained (-'40 jim) sintered magnets, where Hci is severely degraded by
grinding. The powder is likewise very stable against degradation when handled and stored for
long periods in air.

Fully dense MQ2 magnets are fabricated by hot pressing [27, 28]. Crushed ribbons (with-
out a binder) are placed inside a die cavity and heated to about 750'C. At this temperature
the Nd-rich intergranular phase is molten, or at least viscous, allowing the ribbons to deform
as the Nd 2FeI 4B grains slide past each other. When pressed at 108 Pa, the ribbons flow to fill
the voids, as indicated by the optical micrograph in Figure 5. The second quadrant demagne-
tizato.i, shown in Figure 5, closely resembles that of the starting ribbons, except that a small
degree of anisotropy is observed with the preferred direction favoring the press direction. This
is attributed to partial die upsetting in the deformed regions, as discussed below.

Magnetically aligned MQ3 magnets are obtained by die upsetting [27, 281. A fully dense
MQ2 precursor is placed into an oversized die cavity, heated to -750'C, and uniaxially pressed.
The magnet flows radially outward to fill the die, while the height is reduced by a factor of two
or more. During hot deformation, alignment is induced parallel to the press direction, giving
the high magnetization in the press direction shown in Figure 5. The lateral deformation is
apparent from the thinned ribbons shown in the accompanying micrograph. The alignment
mechanism is purely crystallographic: No magnetic field is applied during processing. Align-
ment is believed to arise from of a combination of anisotropic grain growth and grain rotation
of individual grains. The originally equiaxed Nd 2FeI 4 B grains grow preferentially along the
basal plane orientation into coin-shaped grains about 300 nm in diameter and 60 un thick
[29]. Lubricated by the molten intergranular phase, the grains rotate while sliding during
deformation, such that the a-planes orient along the direction of flow [30]. The resulting
c-axis (easy axis) alignment is along the press direction, perpendicular to the flow. By virtue
of the crystallographic alignment, domain walls run continuously from grain to grain, forming
extended domain structures comprising many grains. Lorentz microscopy indicates that the
walls become pinned where they interact with the intergranular phase along the grain edges
[29]. Extruded magnets, which experience linear flow, tend to show radial alignment [31].
Energy products as large as 45 MGOe have been obtained by die upsetting [32].

New Materials
Melt-spinning has been used to explore the permanent magnetic properties of a variety

of promising new compounds. Coehoorn et al. have reported Hci= 4 kOe for a Nd 4 Fe7 8 B,8
alloy, in which the major phase is believed to be Fe3B, with Nd2 Fe14B present as a secondary
phase to provide magnetic hardness [33]. This alloy enjoys the advantage of a low Nd content
and a relatively high remanence, B,= 12 kG; however, the coercivity is limited.

The announcement of a new SmFe12_yTy (T = Mo, V, Ti, Ta, W, Si) phase having
the ThMn 1 2 structure and possessing favorable intrinsic magnetic properties [34] stimulated
several groups to magnetically harden it by melt-spinning. Pinkerton and Van Wingerden
reported Hci= 7.8 kOe in melt-spun Sm-Fe-V [35], and Strzeszewski et al. obtained Hci= 7.7
kOe for Sm-Fe-Ti [36]. More recently, Hci= 11 kOe was reported for melt-spun Sm-Fe-(Ti,
V) [37]. So far none of this class of compounds has been made into a permanent magnet by
conventional sintering process.

The existence of a second, as yet unidentified, new phase in the Sm-Fe-Ti system was
reported by Kamprath et al. [38], who fabricated sputtered films with coercivities as high
as 38 kOe. This new material is believed to be based on a metastable phase, as attempts
to synthesize the major phase by conventional equilibrium processing have been unsuccessful
[39]. Recently Hci values similar to those of the sputtered films have been reported using
melt-spinning [39]. The demagnetization curves, however, show the presence of a substantial
quantity of a magnetic impurity phase which degrades the magnetic properties. This may be
ascribed in part to the inherent difficulty of melt-spinning Sm-based materials: Sm has a low
melting temperature and high vapor pressure, and some Sm is lost by vaporization during
high temperature processing. Stoichiometry is more difficult to control than for the other
rare earths. Also, even rapid quenching has difficulty entirely suppressing the equilibrium
phase separation to Sm(Fe,Ti) 2 and Sm(Fe,Ti)12 before the alloy cools below 800'C. The best
results to date for this new metastable compound, Hci= 50 kOe, have been achieved by the
technique of mechanical alloying, which employs lower processing temperatures [40].

Summary

The power and versatility of melt-spinning as a technique for magnetically hardening a
variety of potential permanent magnet materials has led to its increasing popularity as a
research tool. Its use led to the discovery of Nd 2 Fe 1 4 B permanent magnets, and it has helped
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evaluate the potential of several other new magnetic phases. The ability to produce a high
performance magnetic powder has proven advantageous for many motor applications. High
performance aligned Nd-Fe-B magnets can be prepared from ribbons by hot deformation.
Melt-spinning continues to play an important role in the search for new magnetic materials.
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SOLID NdFeB MAGNETS MADE BY

GAS ATOMIZATION AND EXTRUSION

Edward J. Dulis and Vijay K. Chandhok

Crucible Research Center
Crucible Materials Corporation
Pittsburgh, PA

INTRODUCTION

Currently the three methods that are used to make solid NdFeB
magnets for commercial production are as follows:

(1) Vacuum-induction melt, argon gas atomize to
powder, jet mill, magnetically orient, cold

press, sinter, and heat treat.

(2) Vacuum-induction melt, cast into ingots, rough
grind and pulverize, jet mill, magnetically orient,
cold press, sinter, and heat treat.

(3) Vacuum-induction melt, melt spin to ribbon,
pulverize, hot press (MQ2), and hot work (MQ3).

Methods (1) and (2) are used to make almost all of the NdFeB anisotropic
magnets made in the U.S. today. The MQ2 (isotropic) and MQ3 (anisotrop-
ic) magnets are reportedly increasing in commercial production.

A new method of producing a radially oriented magnet has been deve-
loped that involves the hot extrusion of gas atomized powder. 2' This
process offers several important advantages.

GAS ATOMIZATION PROCESS

An outline of the process used to make gas atomized NdFeB powder
is as follows:

(1) vacuum melting a preset alloy charge

(2) pouring the molten metal into a tundish that
has a pouring nozzle at the base to control the
stream of metal flowing into the atomizing
chamber
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(3) impinging the metal stream in the atomizing
chamber with a high pressure argon gas stream
that breaks the metal stream into droplets, and

(4) solidifying the fine droplets enroute to the
liquid argon quench bath at the base of the
argon filled atomizing chamber, Figure 1.

5000 lb. Vacuum Induction Furnace-

Eanste-hme Quenehon

Fi.. a At Atomizer

Cyclone .: Coln Twe

Ct l lec ter

Clean Room

Ante-cz h C rgenc
Ouenchant

Powder
Collect ion-0 I

Fig. 1. Gas Atomization Unit

The powder is collected in a clean room located at the base of the atomi-

zing chamber.

Gas atomization offers a distinct advantage over ingot casting in
that solidification segregation is eliminated and less cold work is re-
quired to pulverize to the required fine particle size of 2 to 3 microns.

The detrimental effect of cold work on magnetic properties is well known.
Stadelmaier and his coworkers reported on the detrimental effects of cold
work for sintered and crushed NdFeB magnetic materials.3

Even with the use of small molds in the ingot casting process the solidi-
fication rate is substantially slower than that found in gas atomized
powder. Indeed, even in the gas atomized powder the dendritic arm
spacing and solidification rates are related to the particle sizes. Gas

atomization produces spherical powder particles that contain a range of
particle sizes, Table I and Figure 2. The microstructures of the par-
ticles of various diameters, Figure 3, shows that the dendritic arm
spacing is related to the particle size, Figure 4. The relationship of

dendritic arm spacing to solidification rate is also shown. The micro-
structures reveal a dendritic Nd2Fe,4B phase surrounded by a neodymium-
rich, interdendritic structure. The interdendritic neodymium-rich phase
is observed in all the particles, and the size of this phase increases
with increasing particle size or slower solidification rate. It is
interesting that even in this high-solidification-rate range, dendritic
segregation occurs.
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Cryogenic quenching of gas atomized powder serves two important
functions. The first is that sintering of the particles is significantly

minimized so that clusters of particulates are avoided. A second advan-
tage is the avoidance of a lengthy cooling period for the mass of par-

ticles (particularly for large size heats). Exposure of NdFeB powder to
the air before it is thoroughly cooled results in oxidation damage that
is detrimental to the final magnet.

Table I. Particle Size Distribution of Spherical
Powders Made bit the Atomization Process

Particle Size Distributions (%)
(Microns) Regular

250 to 600 32.5
150 to 250 20.2
75 to 150 18.7
45 to 75 8.3

<45 19.3

Fig. 2. Argon Atomized

NdFeB Alloy Powder

The gas atomized, cryogenically quenched spherical powder particu-
lates are jet milled to a size of 2 to 3 microns. The jet milled powder
is then magnetically aligned and cold pressed, followed by vacuum sinter-
ing. Commercially produced anisotropic NdFeB magnets by the afore-
mentioned process have a BH-.. of 26 to 35 MGOe.
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Fig. 4. Relationship of Particle Size,
Dendritic Structure, and
Solidification Rate for NdFeB Powder

NdFeB MAGNETS BY HOT EXTRUSION

Hot extrusion offers an advantageous process for compacting NdFeB
powder. The process results in a crystallographic preferred orientation
that is related to magnetic preferred orientation. Studies were made on
the effects of extrusion temperature, extrusion ratio, and grain size,
and on the subsequent magnetic properties of the magnets produced. The
advantages of the hot extrusion process over the conventional sintering
process include the elimination of crushing, grinding, milling, magnetic
aligning, cold pressing and sintering. An additional advantage is that a
radially oriented magnet can be fabricated by extrusion.

Gas atomized powder of different NdFeB compositions were
loaded into cylindrical steel cans that were then evacuated and sealed.
The cans were heated to temperatures in the range of 840 to 1038°C and
extruded as shown in Figure 5. Extrusion ratios were 3.4:1 t, 19:1.
Extrusion ratio is defined as the ratio of the starting to the final
cross sectional area. In addition to cylindrical shapes, rectangular and
hollow circular shapes were also extruded. Test specimens were
machined from the extruded bars to determine magnetic properties.

RAMP
D1RECTION

POWDER COMPACTION
COMPARTMENT

EXTRUSION

DIE

FINISHEO
PROOUCT

Fig. 5. Schematic of the Compaction/Extrustion Process
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During hot extrusion, a crystallographic, preferred orientation is
imparted by the mechanical deformation process. X-ray diffraction
patterns on Nd2Fe,4B samples from isostatically compacted and from
extruded material show the characteristic increase in intensity of dif-
fraction lines indicating preferred orientation, Table II. Pole figure
analyses in the <410> direction indicates that the c-axis of the tetrago-
nal Nd.Fe14B lies in the plane normal to the axis of the extruded cylin-
der.' The magnetic property data relating to the X-ray diffraction
findings, Table III, show that hot isostatically compacted magnets were
magnetically isotropic and that the extruded magnets were magnetically
anisotropic, with the maximum properties in the radial direction. This
finding relates to the development of the crystallographic preferred
orientation of the c-axis in the radial direction during the extrusion
process.

Table II. X-ray Diffraction Data for a Nd2Fe,4B
Magnet in the Extruded and Unextruded Conditions'

Index 28 Intensity (Arbitrary Unit)
(hkl) (Degree) Unextruded Extruded

212 30.5 4.42 4.18
220 31.5 3.82 4.05
311 38.6 4.83 6.47
124 41.7 5.48 3.80
105 44.8 4.35 2.80
313 46.0 4.98 4.12
224 48.6 4.38 4.58
410 49.7 5.34 7.70
304 50.4 4.96 6.45
314 51.7 5.55 4.60

Table III. Magnetic Properties of Extruded and
Unextruded Nd2Fe,4B Magnets'

Measuring B, H H, BHmax H,
Direction (kG) (kOe) (kOe) (MGOe) (kOe)

Unextruded"
Axial 5.8 2.8 4.3 4.8 1.0
Radial 5.3 2.8 4.4 4.2 0.9
Radial 5.3 2.7 4.4 3.9 0.8

Extruded
Axial 4.1 3.2 8.4 3.2 1.5
Radial 7.8 5.9 9.4 12.4 3.4
Radial 7.98 5.9 9.4 12.8 3.5

"Unextruded means that the magnet was consolidated but did not pass
through the extrusion die.

The microstructure of extruded samples showed a fine equiaxed
grain size of the order of 2 to 7 microns. The fine equiaxed grain
structure persisted for extrusion temperatures below 950°C. For
higher extrusion temperatures, grain growth occurred that was
accompanied by a decrease in intrinsic coercivity. The coarse
dendritic structure of the larger particles of gas atomized spherical
particulates was recrystallized to a uniform fine grained structure
in the extruded material. Inasmuch as the final grains were equiaxed and
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uniform in size, as well as being very fine in size, a dynamic recrystal-
lization mechanism is postulated.

The effect of extrusion temperature and extrusion ratio on the
magnetic properties, Table IV, shows that the intrinsic coercivity is
strongly dependent on the extrusion temperature. The higher the
extrusion temperature, the lower the intrinsic coercivity.',2 The
effect of extrusion ratio is minimal in the range of 10.6:1 to 18.9:1.

Table IV. Effect of Extrusion Temperature and Ratio
on Magnetic Properties

Extrusion
Conditions

Temp. Test B, H0  H, BH.°
('C) Ratio Direction kG kOe kOe MGOe

840 10.6:1 Axial 3.1 3.0 15.8 2.4
Transverse 8.0 7.2 17.8 14.5

871 10.6:1 Axial 3.9 3.3 14.5 3.2
Transverse 7.2 6.3 14.8 11.6

927 10.6:1 Axial 4.0 3.3 14.5 3.4
Transverse 7.2 6.1 13.7 10.8

982 10.6:1 Axial 4.1 3.5 13.0 3.6
Transverse 7.1 6.0 13.7 10.8

1038 10.6:1 Axial 3.5 2.9 11.6 2.6
Transverse 7.1 5.9 11.8 10.9

................................................................

927 10.6:1 Axial 4.0 3.3 14.5 3.4
Transverse 7.2 6.1 13.7 11.2

927 13.8:1 Axial 3.6 3.1 13.9 2.7
Transverse 7.1 6.1 14.0 10.9

927 16.0:1 Axial 3.6 3.1 14.1 2.9
Transverse 7.0 6.0 13.9 10.8

927 18.9:1 Axial 3.8 3.2 14.3 3.2
Transverse 7.1 6.0 13.9 10.8

All of the aforementioned studies were on extruded cylindrical
shapes. To study the properties of extruded hollow cylinders, an 8-inch
(20.3 cm) OD outer can and a 2-7/8-inch (7.3 cm) OD inner can by 20-1/2-
inches (52 cm) long was prepared from 1/4-inch (0.64 cm) thick mild steel
by welding. The can was filled with 140 pounds of powder of the follow-
ing composition: neodymium - 31.6%, dysprosium - 2.6%, boron - 1.07%,
iron - 64.7%. The cans were outgassed and sealed prior to heating to
927°C for extrusion. The extruded hollow bars were 3-inch (7.6 cm) OD by
2-1/8-inch (5.4 cm) ID so that the extrusion ratio was 14.4:1. Samples
machined from the hollow bars showed the following properties, Table V.

Table V. Properties of Extruded Hollow Ba-

B, H, H0, BH.,
Direction kG kOe kOe MCOe

Axial 4050 3400 17000 3.6
Transverse 7100 6200 16200 11.4
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These properties compare very favorably with those found in solid
cylindrical bars.

To investigate the effect of the extrusion on the magnetic proper-
ties of a rectangular cross section magnet, a 3-1/4-inch (8.3 cm) diam-
eter container was filled with powder and extruded at 871'C through a
rectangular die opening of 0.5-inch (1.3 cm) by 1.66-inch (4.2 cm). The
extrusion ratio was 10:1. The magnetic properties parallel to the ex-
trusion direction and perpendicular to the extrusion direction in the
long (1.66-inch, 4.2 cm) and short (0.5-inch, 1.3 cm) directions, are as
follows, Table VI:

Table VI. Magnetic Properties of Fe-28.2 Nd-2.9 Dy-l.lB
Magnets Extruded in Rectangular Die [0.5-inch,
(1.3 cm)] by [1.66-inch, (4.2 cm)] at 871'C

Direction B, H Hc BHo

Extrusion 4.3 3.7 16.3 4.0
(1.66-inch) 7.1 6.05 16.1 10.8
(0.5-inch) 8.2 7.2 16.95 15.02

The properties compare favorably with those of cylindrical bars and,
indeed, in the short direction showed outstanding properties. Further
work could lead to interesting combinations of shape/magnetic properties
that could be used in magnet design.

The corrosion resistance of extruded magnets as compared to sin-
tered magnets that had a low oxygen content was investigated using an
autoclave environment. After the autoclave exposure of 100% humidity at
110 to 115'G and 5 to 10 psi for 18 and 40 hours, the weight loss of the
sintered and extruded NdFeB magnets were as follows, Table VII:

Table VII. Comparison of the Corrosion Rate for
Extruded and Sintered NdFeB Magnets

Weight Loss (mg/cm)
Magnet 18 Hrs 40 Hrs

Sintered 60.8 213
Extruded 0.28 0.91

These test results indicate that extruded magnets have very good
corrosion resistance.
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THlE ROLE OF MICROSTRUCTURE IN PERMANENT MAGNETS

G. C. Hadjipanayis
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1. INTRODUCTION

Ili t lie last tit - as ittajor aitvaiiccs iii ritaglietic ittatcrials haxv been appear-

illuil at iti itttt'iit ill, pttc.' I~critiazieuia iiagitets liaxv dtv-l-op)ed fron :\lNi( o
withI (I3II) -), 8 \I(,O(' to IIlie st ronig rare-earth miagnets of Snuio, (11,,- 20
-\I(' -e Sil ( oI. iZ),.(11 :30 \M6.0() and thec receiitlv (liscovnred Xd-
I-Il- siiiwri'Mtgta's \vit It (1311), itp t)1o it0 \IlsW . 'lie remarkable progress thlai has
beenvt InladieIil mlagnetli a at cli Is has Iteel lbrotiglit albout bty a'l iliterplavy bet wi
ox ptierititintal 1 iistirventelIts atidt, lieoet Will itotles.' howverl we arev st Ill fit I it

fromt a coitleteo tiitderstitlittg, of mtagnite 0 ltstcre~is. lliis is mtaiiily (Ilie to till

COrlexiVtV vOf tl( tIe effct1. ('oen'iVit V is at st rilc)tire-( senlsitive prop~erty and~ since Ilii
liticrost rtlict ire~ teptilds crit'cl v onl (olilosit jolt, heat -t reat meiit and~ ot hecr process-
illg tet(-lriiqties. t lie coclrcivjty varies cotisiilrahlv evei. inl the sante niagnet prepared
at difkerent labs. Theli Stoner antd \\Oltlfa-th Ii nodcl, for sinigle ilotiaiti piart ides

hlpeId signtificaittly ill titdeibst atlitg the( originl of nliagltetic hv-ci il pciiuilictiet
iii.tL'tits. Hitit. t his overIsifttpliti(ed t lteorv\ is ofteit tisevl incorre-ct ly to (scrjlht tit,
hlysteresis behlavior oif, iior coiil(x systcnis where at 'domnaii wvall pliltmtig or a
*'ttticleat ionl of rverlse doitlints* 7 ttodl wvould be, rat iter mole appropriate. ils has
beeni lIti.,glit about by t(i lack of iticrost ritettural (lat at which are (-ssvnIt jal for t Itt,
discnissioii of Itiaglet ic hystere-sis I.. tavior'.
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11. MAGNETIC HYSTERESIS

A. Hysteresis Loop
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Figuire I11 vINsteresi 5 loop.

definiitec value cal led reinanent mnagnetizat ion or remnanence il?. The reverse field
requliredl to lbring I he miagnietizationi to zero is called coercive fore or cocrecivity v I..
Weiss~ 8was the first one to explIain this irreversibility by~ assuinlg thle cxistelice of
..domin s" insidle which thle mlagnetizat ion is saturated, but various (domuains1 have
different directions of mnagnietizations so that in the absence of the field there is
noI net nmagnetizat ion. '[le b~oundary layers b~etweenl these domains are known as

d(omlaini walls".
Materials with coercivities greater than 100 Oe are usually referred to as hard

mnagnietic iiaterials while those with coercivities less than 10 Oc are known as soft
imaterials. Permanent, magnet materials mnust have a large II, to resist dlemagnet iza-
ion, a high nmagnetizat ion to produ11ce a large magnetic induction and~ a high (Curie

temnperatuore to resist. thermal (Iciagnet ization. The first two p~roperties arc iuicor-
jiorated iiito aiiot her paraimeter known as miaximum energy prodluct (IM1)... which
haracterizes thle st reiugthI of lic mnagnect. For a riiig-shiape magnet one caii show"

tIi at

where V' is the volume andl thle siibscripht s in and y speci fy the magnet and~ air-gap.
re'spect ively. Fqn. (1) shows t hat thle larger thle energy p~rodluct, thle smaller thle
volumen of thle muagnect reqhuired1 to p~rodulce a fixed magnetic field in thme air-gal). For
a square hysteresis loop (A!, 11,). thle theioret ical limit of einergy p~rodhuct is giXVel
'Y

BI311), .71 (2)
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B. Theories of' Magnetic Hysteresis

Magnlet ic listeiesis call be indullced by hind(ranlces cither~ to domain wall mnuil On
or to miagniet izat ion rot at ion by aiiisot ropic energy barriers. The threce major mnag-

net izat ion reversal inechan isnis are (i ) thle "single domain particle" where maguneti-
zation is rot at ed againlst an isot ropic barriers, (ii) the "domnain wall pinning" where
dlominij walls are pi nned by Mhloniogeneities within the grains and (iii) the "nu-
cleation of reve,-sed( (lolilails" where nucleation takes place at magnet ically softer
regions with large local de(magnlet izing fields or domain walls are pinned at grain
bounid aries. T hese mlodlel s are( dIi scussedl below.

1. Single Domain Par-ticle Model

Below a critical diameiter 1), = LI1.11'2Al where -y is the domain wall energy,
tie sinigle do0mlain ist ructunre is of lower energy at zero field than a miultidoinain
st ructulre.'il Stoiier and( \Volilfart h' calculated the field dependence of the mnagne-
izat ion for Iloi-iit eract ilg sinugle domain p~article (SDP) posssn a certain form

of anlisot ropy (shape, iliagnet ocryNstalline or stress). The total energy of a lparti
cIe withl uniiaxial aniiisotropy A' and nmagnetizat ion ill in a field 11 is ti, siuin of
fiagic(t otryst all iil( aniisotriopy I<k anio the miagnetostatic energy E,:

E,1  K siui2(( - 0) - ill, cos 0. (3)

lIn anl equiilibriumn state, thle mlagnetizat ion of the p~article in a given field HI points
to tilie dlirect ion where E, is nimuiatm leading to

-sii2(~-0) + h sinO0 = 0()

where hi = llill,/2K and 0 and ( are thle angles between the field HI and magnet iza-
tionl withI the easy axis. EqIn. ( 1) provides a relation hetween thle reduced field hi and
o anol . In thle final analysis 0 is given as a function of (b and h, 0 = 0((P, hi), and tile
redunced mnagnetizat ion is given by in ifA =< cos 0 >. Stoner aiid Volffartli 5

solved the p~roblemn numnerically, and calculated hysteresis loops for various values;
of ( . For a random array of uniaxial noni-interacting single domain particles the

redulced reirianence 771(0) and redulcedl coercivity h,~ were found to he 0.5 amid OAS.
respectively, leading to 11 = 0.96K/Al3 .

The SDP model is only app~licable to sp~ecial cases where the single domain par-
ticles are disp~ersed in a lion-miagnetic matrix so that they (10 not interact with each
other. Hlowever, large discrepancies have been observed between thle theoretical amid
exp~erimlent al value of coercivitv in fine powders," indicating ot her possiblde niodes
of incoherentr rotat ion in whiich all spinus (10 mot remaini paral 1 lell helost implort alit

of these niodels are the magnetization fanning, cuirling and bufn".'

2. Domain Wall Pinning

Accordling to this mnodel,' magnetic hysteresis is dlue to hindrances to (domain
wall motion which are caused by various inhomogeneities. A full pinning theory has

two major conmponients: calculations of how the individual forces from many particles

combine to p~rovidIe a net force onl a unit, area of wall. At. 11 0 the domlainl wall
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will be in a position which minimizes the total energy E, of the system. For all area
A of a 180' domain wall interacting with an inhomogeneity of interaction energy
U(x), the total energy in a magnetic field H is given by

E, = U(x) - 2HAx (5)

where A! is the magnetization per unit volume and x is the distance the wall has
moved after the application of the field H. The equilibrium state can be found by
minimizing Et. At absolute zero there is no thermal activation and the coeceivity
corresponding to this energy barrier is given by the value of the magnetic field
required to )ush the wall past the energy barrier:

H,= I (dU) (6//-2AA K-d.r)].. (6)

At any other temperature there is always a finite probability that the wall will cross
the energy barrier through thermal activation in a lower field than Ho.

It is obvious from these discussions that the coercivity can be calculated only
when the exact form of the interaction energy is known. For this the nature
aind distribution of inhomogeneities throught the sample must be known. Domain
wall pinning has been examined for different inhomogeneities including inclusions,2
precipitates, 13 stacking faults,14 antipliase boundariesis and dislocations.' laul l

has recently used the theory to predict the coercivity due to tile domain wall pinl-
ning by planar precipitates embedded in a matrix with different magnetic properties.
Ililzinger and Kronmuller' s have studied the interaction between a domain wall and
randomly distributed defects by statistical theory and by computer simulations.

3. Nucleation of Reverse Domains - Localized Pinning

The nucleation theory was used to explain the large values of H, in particles
that are large enough to contain domain walls which can niove easily through the
particles. Coherent rotation cannot be used because 1, < 2KIA!. In the absence
of domain wall pinning at the particle's surface, the only other alternative is that one
or more domain walls are nucleated in the particle; the wall then moves through the
particle and reverses its magnetization. Kronmuller"9 has used the micromagnetic
theory to determine the nucleation fields HN for reverse domains. Recently it has
been suggested20 that the coercivity of this type of materials is given by

If, = HN = C KM) - Nq ffAL (7)

where c and Nefj depend strongly on the microstructure of the magnet. The values
of nucleation fields can be significantly reduced in real materials where surface ir-
regularities with large demagnetizating fields and defects with lower anisotropy are

prescnt. This explains the lower values of coercive fields (in systems where magnetic
anisotropy is predominant) which are much less than 2K/M,, provided of course
that 11N is identified with the coercive field.

The nucleation theory is valid if no residual domains are present. If this is the
case then "nucleation" events and "unpinning" events are not qualitatively different.
This might be the case in magnets where the pins are not randomly located within
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the grains of the sample but are localized along grain boundaries; the "nuclei" might
be considered as sections of domain walls pinned at grain boundaries.

Characteristic differences have been observed in tile initial magnetization curves
and minor loops of materials with different types of magnetization reversal.4 In
nucleation-type materials the initial magnetization is characterized by a high sus-
ceptibility and the hystereis loop shows a rectangular shape. The coercive field
increases more or less linearly with increasing field and it saturates at fields which
are usually less than 11,. In "domain wall pinning" materials a small and reversible
change of initial magnetization is observed for applied fields H < H. For H. > 1i,
the magnetization and coercivity increase rapidly to saturation. In "single domain
particle" materials a behavior which is a mixture of the other two is observed.

4. Conclusions

It is obvious from the previous models that 1I, is a structure sensitive prop-
erty, and must be correlated with the microstructure in order to understand the
origin of magnetic hardening. For this purpose transmission electron microscope
studies are unique in allowing the structure morphology,the crystal structure and
chemical composition of small regions of the samples down to the microscopic level
(50-100A) to be determined simultaneously. In addition, for the case of magnetic
materials Lorentz microscopy is another powerful technique allowing the siinultane-
ous observation of magnetic domain structure and microstructure which then leads
to identification of possible domain wall pinning sites.

III. EXPERIMENTAL TECHNIQUES

A. High Resolution Analytical Electron Microscopy

The techniques of high resolution electron microscopy2' and high spatial resolu-
tion microanalysis are used to characterize the microstructure at a line resolution
of 0.2 nm or better, and the microchemistry at approximately the 10 nm level.
Crystallographic data are obtained by electron diffraction techniques including both
selected area diffraction (SAD), which provides high angular resolution but linited
spatial resolution, and convergent beam electron diffraction (CBED) which provides
three dimensional crystallographic information, accurate lattice parameter data, and
crystal symmetry from very small volumes. Energy dispersive x-ray analysis (EDS)
and electron energy loss spectrometry (EELS) are used to obtain data on the chem-
ical composition of the various phases and boundaries where possible.

B. Magnetic Domain Studies

Lorentz electron microscopy is used to study the magnetic domain structure
of magnetic materials and the interaction of domain walls with inhomogeneities.
There are two techniques in observing the magnetic domain structure"; the Firsncl
method where domain walls are imaged and the Foucault method where magnetic
domains are imaged. In the Fresnel technique (Fig. 2a) the incident electron bean
is deflected by the horizontal component of the magnetization parallel to the speci-
men plane because of the Lorentz force (F = q6 x B). The transmitted beam will
therefore diverge or converge according to the direction of the local magnetization
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Figure 2. Lorentz microscopy; (a) Fresnel and (b) Foucault techniques.

vector. To observe the domain walls it is necessary to defocus or overfocus the ob-
jective lens so that a plane above or below the specimen plane is in focus. Because of
the electron distribution below the specimen, the domain walls appear as alternate
dark and bright lines. The difference between the underfocused and overfocused
images is that the line contrast reverses as the image plane is moved from one side
of focus through the other. The Foucault technique makes use of the fact that the
diffraction spots are split. The objective aperture can be used to block out one of
the split central beams (Fig. 2b) and the magnetic domains appear as alternate
dark and light bands.

C. Typical Microstructure Study

In a typical study, a hright field image of the specimen under two beam con-
ditions is obtained and regions or defects of interest are identified. Selected area
diffraction combined with dark field microscopy provide information about the crys-
tallographic orientation and the crystal structures of the phases present. Convergent
beam electron diffraction provides high spatial resolution crystallographic data from
regions as small as 2-5 nm. Energy dispersive x-ray analysis and electron energy
loss analysis is then used to characterize the chemical composition of the various
phases observed. Iigh resolution lattice and structural imaging of the interfaces
between different phases completes the microstructural characterization. Lorentz
microscopy of that region would then determine the distribution of domain walls in
the area of interest. Changes in the domain wall pattern as the sample is subjected
to successively larger magnetizing fields would determine the ability of the defect to
impede domain wall motion and thereby determine the contribution of that defect
structure to the coercivity. In this fashion, material characteristics can be directly
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related to magnetic properties which would aid in evaluating theoretical models and
optimizing magnetic properties.

IV. TYPICAL EXAMPLES OF HARD MAGNETS-
MICROSTRUCTURE

In this section we discuss the microstructure of some magnets believed to rep-
resent the main three categories of magnetic hardening discussed earlier. In the
Single Domain Particle-Tvpe magnets we included (i) tile Nd-rich Nd-Fe alloys whcrc
Nd 2Fe1 4B particles are embedded in a non-magnetic matrix and (ii) CoPt where
tetragonal CoPt nuclei are observed with three equivalent c-axes. The Domain
Wall Pinning magnets include (i) the precipitation hardened 2:17 magnets where
domain walls are pinned at the 1:5 walls of a cellular microstructure and (ii) Fe-
Pt-Ni where domain walls are pinned at intersections of the tetragonal lamellae.
In Nucleation Type magnets the microstructure of Nd-Fe-B magnets is discussed
where domain walls move easily inside the grains and interact strongly with inte-
granular phases where the reverse domains are nucleated. Finally we also discuss
the microstructure of Rapidly Solidified Nd-Fe-B magnets where fine single domain

particles (grains of a few hundred A) are believed to interact with each other.

A. Single Domain Particle-Like

1. As-Cast Nd-Rich-Fe Based Alloys

TEM results in Nd 80Fel.135 revealed23 sets of fine needle particles embedded in
a non-magnetic Nd-rich matrix within the grains of annealed samples, as shown in
Fig. 3. The size of these fine needles is about I00A and are believed to be the
2:14:1 phase which is responsible for the high coercivity. For a random distribution
of single domain particles with uniaxial anisotropy, the coercivity is given by

II, = 0.96 KIIM3  (S)

where K is the anisotropy constant and M the saturation magnetization. Using
the values of Al,, K reported24 for the 2:14:1 phase (M, = 1270 emnu/cc, HA = 2
K/M, = 68 kOe) the predicted coercivity according to Eq. (8) is 32.6 kOe. These
values are larger than the experimentally observed maximum value which was only
16 kOe. This difference may be due to several reasons including particle interac-
tions, incoherent processes4 and domain wall pinning in the larger particles which
are observed in this alloy.

2. Co-Pt

Equiatomic CoPt alloys can be quenched from a high temperature to retain a
disordered f.c.c. cubic structure with a low coercivity.25 Aging at lower temperatures
(below 700 0 C) produces an ordered tetragonal phase of type AuCu I with (L) - 0.97.
The c-axis is an easy axis of magnetization with an anisotropy constant of about
10' erg/cc. Upon ordering the alloys become magnetically hard.

In the early stages of ordering, ordered regions of diameter 50 - 100 A were
found 26 with their c-axes oriented at random parallel to one of the three original
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Figure 3. Nd 2Fel 4B precipitates (nee- Figure 4. Ordered CoPt nuclei with the
dle nuclei P) embedded in a non- tetragonal AuCul structure.
magnetic Nd-rich matrix.

disordered cubic "a" axes and the measured coercivity is 350 Oe. At an intermediate
aging stage the nuclei start aligning in groups as shown in Fig. 4. The ordered nuclei
have a ratio of = 2h, with a length of 80-100 A and a coercivity of 2500 Oe. Inwidth -

the optimum high coercivity (3-5 kOe) state, particles with the same c- axis having
a diameter of -,200 A group together on { 100} planes with their c-axes at 450 to
the { 1101 plane. In the overaged state like particles coalesce to form lamellae of
one particular c-axis, the other two orientations being consumed. The measured
coercivity is decreased to 200 Oe because of the coarsening of the microstructure.

Conventional domain walls could not be seen in an optimum Co 5 2 Pt 4s sample
with Lorentz microscopy. We strongly believe that the observed coercivity is due to
incoherent magnetization rotation processes induced by strong interactions among
the particles. This is further suggested by the large values of reduced remanence
observed in these alloys. The large values of the reduced remanence ratios are ex-
plained in terms of exchange interactions4" between particles of different c-axis. This
interaction being proportional to the overall sample magnetization (AM) modifies
the Stoner and Wohlfarth magnetization curves of single domain particles and allows
the reduced remanence ratio to be higher than 0.5.

B. Domain Wall Pinning Type Magnets

1. Precipitation Hardened 2:17 Type Magnets

(i) Magnetic Properties

Precipitation hardened Sm 2(Co,Fe,Cu,Zr) 17 type-magnets can be classified in
two different groups; those which have coercivities around 6 kOe and those whose
coercivity is greater than 10 kOe. The hard magnetic properties of these sintered
magnets are achieved through a complex heat-treatment 27 consisting of a homoge-
nization heat-treatment at around 1200 0C followed by an aging at around 800'C, a
slow cooling to 400'C and then quenching to room temperature.
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Figure 5. Cellular microstructure in precipitation hardened magnets with lower
coercivity.

The low and high II magnets show slightly different initial magnetization curves.
The initial curve of low H, magnets is characteristic of uniform domain wall pin-
ning materials. The initial curve of higher H, magnets 28 shows a larger increase at
low fields but not as much as that observed in SmCo5 and Nd-Fe-B magnets. This
kind of behavior indicates a non-uniform domain wall pinning with an additional
contribution from localized pinning at grain boundaries. Kerr effect studies show
corrugated domain walls which tend to ignore grain boundaries and are pinned in
the interior of grains. In the high H, materials, however, some domain walls have
been observed to pile up at grain boundaries after the application of a magnetic
field indicating an additional contribution to H, from localized domain wall pinning
at grain boundaries. 28

(ii) Microstructure and Magnetic Domain Structure

A fine "cellular" microstructure with different cell sizes have been observed in
these materials.'-" The cell size is in the range of 500-600 A and the cell boundaries
are approximately 60 A thick. Selected area electron diffraction with dark field
microscopy showed that the cell interiors have the 2:17 rhombohedral structure
while the cell boundaries have the 1:5 hexagonal structure (Fig. 5). The 2:17 phase
can be obtained from the hexagonal 1:5 phase by the ordered replacement of a third
of all samarium atoms. Whether the rhombohedral or hexagonal modification of
2:17 is obtained depends on whether this replacement cccurs such that the resulting
stacking sequence is ABCABC... or ABAB... type.

Several thin platelets have been observed within the cells and these are twin-
oriented along the (0001) plane. Changes in the 2:17 rhombohedral stacking se-
quence are possible and this can lead to the twin structure ABCABACB... This
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twinning is formed to release some of the lattice strain energy present because of
the coexistence of the 1:5 and 2:17 phases. The cellular microstructure appears to
be formed of approximately equiaxed-cells when viewed perpendicular to the c-axis.
However the cells appear rhombic when viewed parallel to the c-axis. This behavior
indicates that the cell boundaries are oblique to the basal plane and lie along pyra-
midal planes. The reason for this is the mismatch between the 2:17 rho,,iohedral
an(d the 1:5 hexagonal lattice.32 The addition of Cu decreases the mismatch along
tile c-axis 11t increases the mismatch along the a-axis leading to the formation of
the cellular structure.

The microstructure of high coercivity is characterized by larger cells (- 1000
A) which are superimposed on a "lamellae" structure (Fig. 6).' This type of mi-
crostructure is obtained after a prolonged heat-treatment at 830°C instead of 800'C.
According to Raberberg34 the lamellae have the 1:3 rare-earth phase and lie along
(0001) planes. On tile other hand, Fidler et al." s claimed a 2:17 hexagonal structure
for the lamellae.

Energy dispersive X-ray analysis showed that Cu concentrates in the cell bound-
aries while Zr concentrates in the thin lamellae (referred to as Z-phase). The 2:17
rhombohedral cells are enriched in Fe.

Lorentz electron microscope studies3 1 on thermally demagnetized samples show
"%wavy" magnetic domains following the 1:5 cell boundaries (Fig. 7). The domains
appear to be smaller (4000 A wide) in the higher H, materials and are not affected
by the presence of lamellae. The wavy nature of the domain walls does not change
after the application of a magnetic field indicating that they are pinned at the 1:5
cell beundaries.

(iii) Magnetic Hardening Models

Microstructure measurements at different stages of the heat-treatment have shown
that the cellular and lamellar structure form during the prolonged heat-treatment
at around 8000 C. In the subsequent heat-treatment the structure morphology of tile
magnets does not change. 6 However, EDS studies show an increase in the Cu con-
tent of the cell boundaries during the slow cooling to 400'C. The higher Cu-content
of the cell boundaries dilutes the magnetic properties of the SmCo5 phase and a
decrease in domain wall energy is expected. According to Nagel 37 the domain wall
energy of Sm(Co,Cu) 5s 7 ,5 alloys decrease with increasing Cu content. It thus ap-
pears that here is a large gradient in domain wall energy 7 across the cell boundaries
which can qualitatively explain the high coercivity.

2. Fe-Pt-Ni

Ordering in FePt0.7 Ni0. 3 is similar to that of Co5 2Pt4 8 so that the change of
inicrostructure through the course of ordering will not be presented here. lowever,
tile crystal morphology of the sample (Fig. 8) in its optimum state (It1 1400 Oe)
closely parallels the intermediate state of Co5 2Pt 48 . The bright field micrograph
(Fig. 8) shows lamellar traces with multiantiphase domain boundaries. The lamellar
traces lie along { 110} directions and they are in twin relations with their c-axis at
900 to that of the tetragonal matrix. 8 Fig. 9 is an overfocussed image of the same
area shown on Fig. 8. Each lamellar trace is decorated with black and white contrast
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Figure 6. Coexistence of cellular structure with thin lamellae in precipitation hard-
ened magnets with higher coercivity.

m

Figure 7. Magnetic domains in precipitation hardened magnets.
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Figure 8. Bright field micrograph Figure 9. Scanning electron micro-
showing lamellae with tetragonal Au- graph showing the microstructure of a
CuI structure in FcPto7Ni0.3. sintered magnet. The bright areas are

Nd-rich phases and Nd-oxides.

and these are identified as 900 domain walls, since the c-axis rotates through 90 ° in
crossing from the lainellae to the matrix. The long black and white lines, parallel to
tihe [001] are 180' domain walls. They are determined from the matrix whose c-axis
and therefore the easy direction of magnetization is parallel to [001]. When a 180'
domain wall crosses a lamellar trace the black and white contrast of the lamellae
reverses. After the application and removal of a field of 2000 Oe the domain walls
are displaced and in the new remanent state seem to show preference in crossing 900
lamellar junctions.

From the picture of the experimental observations a model has been set up to
explain the magnetic hardening in FePt 0 .Ni 0 .3. It is assumed that the lamellar junc-
tions are the pinning centers of domain walls because they lower both the domain
wall and demagnetization energy. When a 180* wall crosses a lamellar junction it
is not necessary to have a domain wall segment and uncompensated poles within
the lamellae. A linear variation of coercivity with temperature is predicted through
continuous pinning of domain walls provided the intrinsic effects are riot important.

C. Nucleation Type Magnets

1. Sintered Nd-Fe-B Magnets

(i) Magnetic Properties

Record values of energy product were obtained in sintered magnets where (BH),,
exceeding 40 MGOe.4 The initial magnetization curves show a steep increase of mag-
netization at low field which is characteristic of nucleation-type (localized domain
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Figure 10. Scanning electron micrograph showing the microstructure of a sintered
magnet.

wall pinning)."3 When the samples are ac demagnetized the "effective initial" curve
is different and it lies below that of the thermally demagnetized samples. This indi-
cates that after the application of a field the domain wall distribution changes and
some of the walls are engaged with different and stronger pinning sites (around the
grain boundaries) making it more difficult to completely saturate the sample. This
was further suggested by the coercivity behavior which was found to be slroigiy de-
pendent on applied field. In thermally demagnetized samples 1, increases initially
slowly and them more rapidly with the applied field. In ac demagnetized samples a
different behavior is observed. The coercivity is practically negligible until a critical
field where it starts increasing rather drastically to saturation.

(ii) Microstructurc Studies

Scanning electron microscope studies on sintered magnets show a microstructure
(Fig. 10) consisting of a 2:14:1 majority phase and some other intergranular phases",
discussed below. The major phase present is the tetragonal Nd 2Fe14B with a =
0.880 nm and c = 1.22nm. Fig. 11 shows a high resolution TEM lattice image
of this phase with a spacing of 1.22 nm corresponding to the spacing of the basal
(001) planes of Nd 2Fe,,B. No defects have been observed within the 2:14:1 phase
and this is consistent with the observation that domain walls move easily inside
the 2:14:1 grains. The Ndl+,Fe4B 4 phase was found to have an incommensurate
tetragonal structure with a = 0.709 nm and c = 14.46 nm. Grains of this phase
were always characterized by a very high density of planar faults with a high densit.
of dislocations associated with the faults. These faults and the dislocations are
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Figure 11. High resolution lattice im- Figure 12. High resolution TEM micro-
age showing the 2:14:1 phase (F) and graph showing the Ndl+,Fe4B4 phase
Nd-rich phase (G). (C) and 2:14:1 phase (E).

readily seen in Fig. 12 along with lattice fringes corresponding to the 2.74 nm
spacing of the (001) planes. At least two phases with a high Nd content (.55 - 85
wt% Nd) were detected by CBED and EDS. One of these phases with its associated
diffraction pattern is shown in Fig. 13. This phase has been identified as BCC
with a = 1.14 nm, and EDS analysis gave a Nd-content of about 85 wt%. Electron
energy loss spectroscopy (EELS) did not detect boron. Other high Nd-content
regions gave diffraction patterns suggesting a hexagonal structure. The Nd-rich
phases have been observed at some grain boundaries and most frequently at triple
grain boundary junctions. Small amounts of a-Fe were found, sometimes as small
well-defined grains about 6.0 nm in size densely packed in a matrix with about 25
wt% Nd, as aggregates of larger grains about 60-100 nm in size, or, as mentioned
above, as even smaller grains in a Nd 2Fel 4B matrix.

In sintered magnets, domain walls are always found to end at grain boundaries
(Fig. 14(a)). The domain walls are found to interact with inclusions [Fig. 14(b)]
and with intergranular phases at grain boundaries [Fig. 14(c)]. The latter interac-
tion is believed to be the strongest; very high fields had to be applied to move the
walls away from grain boundaries. The intergranular phases are also believed to be
the regions where reverse domains are nucleated according to the nucleation theory.

D. Rapidly Solidified Nd-Fe-B Magnets

The highest coercivities reported in R-Fe-B magnets have been obtained"'9 - 40

in melt-spun samples with values exceeding 15 kOe. As it will be discussed later,
the high coercivities are due to the fine grain microstructure consisting of l1 2 l"e1 4 3
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Figure 13. TEM micrograph showing a Nd-rich phase.

tetragonal grains." The energy product of ribbon samples is rather low (12 .MGOe)
because of the isotropic nature of samples. The behavior of the ribbon samiiples is
different with the magnietization showing a slower but steady increase with field.
Such behavior has also been observed in isotropic magnets and is due to the random
orientation of grains (and therefore magnetic domains).

,l'ransnissioti electron niicroscol)estuclies on heat-treated Nd-Fe,- B ribboiis showed'5

le sani, phases as iii sintered Nd-Fe-B m: gnets but with a much smaller grain size,
(Fig. 15). The grain size in melt-spun ribbons ranges from 250-4000 A whereas
that in sintered magnets is much greater than 1 it (10-50 it). This fine iicrostruc-
tire is characteristic of rapid solidification processes and leads to coercivities much
higher than those observed in sintered magnets. The secondary phases an not
distributed around the 2:14:1 grains but rather they are found at intersections of
several .2 ej,.,1B grains. No imorphous phases has been observed around t le grail
boundaries as reported by some researchers.4" From the microstructur, results" it
is clear that samples with severai phases and particularly more Nd-rich phase have
a higher H. This result is in disagreement with the nucleation miodel, which would

predict a lower II as the density of defects is increased. However, the above obser-
vation is consistent with domain wall pinning at the disturbed layers of 2:11:1 grains
neighboring the Nd-rich grains.

Lorentz microscope studies of ribbons showed two types of magnetic domains.'
For samples at the optimum state (grains - 800 A) domain walls are found to be
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Figure 14. (a) Magnetic domains in sintered magnets. Domain walls 1w) interacting
with (b) inclusions (G) and grain boundaries (L) and (c) with illtergranular phases
at grain b)oundIaries (P).
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iOOnm
Figure 15. Microstructure of melt-spun Nd-Fe-B magnets.

clustered around grain boundaries (Fig. 16a). No domain walls were observed to
cross grain boundaries and run into different grains. For much coarser grains, sev-
eral domains are observed in each grain. On the other hand, for samples wilh very
fine grains, large domains, referred to as "interaction domains, "4 7 (Fig. 161)) are
observed in addition to regular domains (which are the grains themselves). These

large "inultigrain domains" are due to interactions between the magnetic moments
of neighboring grains which are expected to be enhanced for very small domains.
The magnetic hysteresis of these samples may be explained by strongly interacting

single domain particles.

V. SUMMARY

From the previous discussions, it is obvious that microstructure is very important
in determining the coercivity of anisotropic magnetic materials. For these materials
lie cocrcivity is found to increase substantially with grain size as observed in rapidly

solidified microcrysialline 11-Fe-B alloys. In "single domain type" magnets coherent

rotat ion requires the single domain particles to be embedded In a non-1n tic ma-
trix and be further al)art. When the particles are next to each other (like iII ('oPt
and rapidly solidified Nd-Fe-B) interactions must be taken into account and these
can lead to large values of reduced remanence. High coercivity domain wall pinning
usually takes place in a fine uniform nicrostructure which consists of either two
aiiisotropic phases (like in the 2:17 magnets) or the same anisotropic phase which is
twinned oriented (like in Fe-Pt-Ni). II "nucleation- type" magnets the microstruc-

ure wit hin grains is very clean free of any defects but the grains are decorated with
other intergramlar phases which are found to interact strongly with domaini walls.
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Figure 16. Lorentz microscopy in melt-spun ribbons showing (a) domain walls clus-
tered at grain b)oundlaries and (b) large multigrain domains known as interaction
dlomains.
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LORENTZ MICROSCOPY STUDIES IN PERMANENT MAGNETS
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INTRODUCTION

Electron microscopic techniques including the observation of mag-
netic domains have become more important for the characterization of
soft and hard magnetic materials. For the development of new magnetic ma-
terials the knowledge of the interaction between the magnetic domain
structure and the microstructure is important for a better understanding
of the magnetic properties. The size and shape of the magnetic domains are
determined by the total free energy (magnetic stray field energy plus
domain wall energy) and depend on the magnetic properties (magnetization,
magnetocrystalline anisotropy and magnetostriction) and on the shape of
the magnet. The mobility of domain walls in an external magnetic field
determines the shape of the magnetic hysteresis curve. The intrinsic coer-
cive force iHc, which is a characteristic parameter of the hysteresis
curve, strongly depends on the interaction force between domain walls and
the microstructure of the material. In order to improve the magnetic pro-
perties of soft magnetic materials with a low coercive force and of hard
magnetic materials with a high coercive force investigations of the micro-
structure and the domain structure are necessary.

The purpose of this paper is to briefly show Lorentz electron micro-
scopic results on new permanent magnetic materials, since in the light of
the historical development of hard magnetic materials the improvement of
the coercivity is closely related with a better microstructural under-
standing of the mechanisms leading to higher coercive forces.

ELECTRON MICROSCOPIC METHODS TO STUDY MAGNETIC MATERIALS

Electron microscopy is widely being used to study and characterize
magnetic materials. The oldest and most commonly used techniques for mag-
netic domain observation are the light optical techniques. The lack of the
poor spatial resolution leads to the application of electron optical tech-
niques for domain and microstructural investigation. The different micro-
scopic techniques for microstructural and magnetic domain observation are
listed in Table 1. The electron optical methods (Lorentz electron micro-
scopy) for domain observation are based on the fact that electrons are
deflected because of the Lorentz-force of the magnetic strayfield outside
the specimen or the magnetization inside the domains 1,2. Two types of
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Table 1. Comparison of microscopic techniques used for microstructural and
magnetic domain investigations of magnetic materials

METHODS MICROSTRUCTURE MAGNETIC DOMAINS

Light optical Grain boundaries Bitter technique
microscope Large precipitates Kerr technique

(LOM) and inclusions Faraday technique

Scanning electron Grain boundaries Strayfield technique (Type 1)
microscope Precipitates Tilted specimen techn. (Type 2)
(SEM) X-ray microanalysis e--polarization techn. (SEMPA)

Scanning transmission Defect analysis Split detector technique
electron microscope Precipitates

(STEM) X-ray microanalysis

Convent. transmission Defect analysis Fresnel technique
electron microscope Precipitates Foucault technique

(CTEM) X-ray microanalysis Holographic interference techn.

Field ion microscope Phase analysis
(FIM)

Atom probe analysis
(AP)

Magnetic force Surface topography Strayfield contrast
microscopy (MFM)

techniques are distinguished in the case of conventicnal scanning electron
microscopy. The magnetic contrast is produced whether by external stray
fields (Type 1) or by internal magnetic induction (Type 2). These tech-
niques are widely used to study the surface domain structures of magnetic
recording materials and soft magnetic materials 3. Differential phase con-
trast together with STEM is a new method for domain observation -6. The
advantage of this method, where double or quadrant detectors are used, is
the possibility to study the domain wall thickness and the magnetization
distribution very accurately. An advantage of conventional TEM is to iden-
tify crystal lattice defects or small precipitates and the magnetic domain
structure simultaneously. The magnetic contrast is produced whether by
defocusing (Fresnel technique) or by shifting the objective aperture dia-2
phragm (Foucault technique) . Examples for the interaction between crys-
tal lattice defects and precipitates, respectively, and magnetic domain
walls are shown in Figure la. The defocused micrograph shows besides dis-
locations, stacking faults and grain boundaries the pinning of magnetic
domain walls (marked by arrows) at microtwin-boundaries in a Mn-Al-C per-
manent magnet material, which was produced by an extrusion process. The
interaction force and the density of such pinning centres for magnetic
domain walls determine the coercive force. Maximum interaction between
domain walls and precipitates occur when domain wall thickness and diame-
ter of precipitates are comparable i. Crystallization centres in amor-
phous, soft magnetic alloys deteriorate the magnetic properties. Such an
interaction in a partly crystallized Fe-Ni-B ribbon is shown in Figure lb.
The crystallization and the change of the magnetic domain structure was
studied in-situ by heating the specimen within the electron microscope B
Special care has to be taken in order to study the magnetic domain struc-
ture under controlled conditions, and the specimen has to be shielded from
the high magnetic field of the objective pole piece. In top-entry goniome-
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ter stages the specimen must be withdrawn to a position of a low magnetic
field 9,10, and in side-entry stages shielded objective pole pieces have
to be used ii. The electron optical techniques for domain investigation,
described so far, can be performed on conventional electron microscopes
after being adapted for domain observation 12. Such optional attachments
are commercially available from electron microscope manufacturers. Other
electron optical techniques need a more expensive and intricate instrumen-
tation. Holographic interference electron microscopy, together with a
field emission gun, have been used for magnetic domain investigation 13
Lines according to the direction of magnetization are directly observed as
contour fringes which overlap individual bright field micrographs. The
recent development of scanning electron microscopy with polarization anal-
ysis (SEMPA) has made the direct observation of magnetic structures with
submicron spatial resolution possible 14,15. Other microanalytical tech-
niques based on field ion microscopy and atom probe analysis have recently
been used and were reported to analyse the different phases of permanent
magnetic materials, such as AlNiCo-, FeCrCo- and RE-cobalt/iron - magnets
16-18

Fig. 1. Electron micrographs showing crystal lattice defects and magnetic
domain walls (marked by arrows) in a Mn-Al-C magnet (FRESNEL
image) (a) and magnetic domains in a partly crystallized Fe-Ni-B
ribbon (FOUCAULT image) (b).

ELECTRON MICROSCOPY OF RARE EARTH PERMANENT MAGNETIC MATERIALS

Modern permanent magnets are based on rare earth (RE) - transition
metal intermetallic compounds with hexagonal or tetragonal crystal
symmetry and exhibiting rather large uniaxial magnetic anisotropy, such as
SmCo5, Sm2 Co1 7 and RE2 Fel4 B, with RE=Nd, Pr, Dy and Tb. The condition of
high magnetocrvstalline anisotropy is necessary, but not sufficient in
order to achieve good permanent magnetic properties. The microstructure of
the magnet is another factor controlling the hard magnetic properties,
i.e. the coercivity. Two different mechanisms, explaining the coercivity,
are distinguished:
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(a) Pinning of magnetic domain walls
(b) Nucleation and expansion of reversed magnetic domains

Besides other analytical techniques, such as chemical analysis, magnetic
measurements, X-ray analysis and X-ray diffraction, electron microscopy is
increasingly used to characterize such materials after different steps of
processing (i.e. sintering, annealing). The occurrence of nucleation or pin-
ning depends on the microstructure of the magnet.

A typical example of a domain wall pinning controlled Sm(Co,Fe,Cu,
Zr) 7 .5 magnet is shown in the bright field electron micrograph and the
Lorentz electron micrograph of Figure 2. The coercivity is determined by the
pinning field of magnetic domain walls at a continuous, cellular precipita-
tion structure (Figure 2a) 19-23. In high coercivity magnets (iHc > 1000
kA/m) the microstructure consists of three phases, the cell interior phase
A, the cell boundary phase B and the platelet phase C, whereby the optimum
cell size for highest coercivity is in the order of 100 to 200 nm. The
Foucault micrograph of Figure 2b shows that the cellular precipitation
structure acts as attractive pinninq centre for the magnetic domain walls
during the magnetization reversal 21. It is obvious that the size, the com-
position and the completeness of the continuous cellular precipitation
structure determines the coercivity.

Nd-Fe-B based permanent magnets exhibit outstanding hard magnetic
properties at room temperature, but their application is limited by the low
Curie temperature of the hard magnetic phase Nd2 Fel 4 B, which results in a
high temperature dependence of the coercive field. The high irreversible
thermal losses are reduced by partial substituting Co for Fe and Dy for Nd
and adding small amounts of additional elements. The high magnetocrystalline
anisotropy at room temperature of the Nd2 FeI 4B (0)-phase primarily deter-
mines the intrinsic coercivity and substituents such as Dy, which increase
the anisotropy field, effectively increase the coercive field. An
other possibility to enhance the coercivity is to add a small amount (<1
wt.%) of dopants, such as Al, Ga, Mo, V, Nb or other refractory

Fig. 2. Electron micrographs showing the cellular precipitation structure
of a Sm(Co,Fe,Cu,Zr)7 .5 magnet (a). The Foucault micrograph shows
the attractive domain wall pinning at the continuous
precipitation structure in the demagnetized state (b).
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elements. The influence of the dopants on the coercive field is not fully
understood, but it is agreed that the increase of coercivity (up to 30%)
is due to a microstructural effect, since the anisotropy field only
slightly changes (mostly decreases) 25. Four different processing
techniques for RE-Fe-B magnets are distinguished:

(1) Powdermetallurgical sintering-process
large grain size (up to 15 pm), multiphase microstructure

(2) Process derived from melt-spun materials
small grain size (50 nm), "two-phase microstructure"

(3) Mechanically alloyed magnets
small and medium grain size (50 - 500 nm), multiphase microstructure

(4) Cast, hot pressed or extruded magnets
grain size and microstructure similar to (1)?

Depending on the processing technique RE-Fe-B based permanent magnets
exhibit a complex, multiphase microstructure 26. The grain size of the
magnets also strongly depends on the processing technique. It is agreed
that similar to SmCo5 -magnets the coercivity of Nd-Fe-B based magnets is
controlled by the nucleation field and expansion field for reversed magne-
tic domains 7, 28. Magnets prepared by the melt-spinning technique and by
the mechanically alloying process exhibit a fine-grained microstructure.
Several Lorentz electron microscopic investigations have been undertaken
to show the magnetic domain walls in melt-spun RE-Fe-B 29-33. The Fresnel
micrograph of Figure 3a shows the magnetic domain structure of a textured
Nd 4 .5 Fe7 7 BI8 .5 - flake which is in the order of 80-100 nm, whereas the
approximate grain size is in the order of 20-25 nm. Grain size and optimum
hard magnetic properties strongly depend on the preparation conditions
such as the wheel speed 34. In RE-Fe-B magnets a non magnetic layer phase
between the O-grains is desirable in order to increase the expansion field
of reversed domains and to decrease the coupling field between neigh-

8b

500n

Fig. 3. Defocused FRESNEL micrographs showing the magnetic domain
structure of a melt spun Nd4. 5Fe7 7 B1 8 .5 -flake (a) and of a
sintered Nd-(Fe,Co)-B:Ga magnet (b).
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bouring grains. Figure 3b shows a grain boundary junction of three 0-
grains separated by a non magnetic Nd-rich phase in a Nd-(Fe,Co)- B:Ga
magnet. Domain walls are visible only in the hard magnetic grains.

Besides chemical analysis, X-ray analysis and magnetic measurements
also metallography together with analytical electron microscopy (AEM) and
high resolution electron microscopy (HREM) and Lorentz electron microscope
investigations are necessary for a better understanding of the mechanisms
leading to high coercivities in rare earth permanent magnet materials.
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COERCIVITY IN HARD MAGNETIC MATERIALS

D. Givord, Q. Lu*, M.F. Rossignol

Laboratoire Louis N6el, CNRS, 166X
38042-Grenoble-cedex, France

INTRODUCTION

Coercivity is the essential property characterizing hard magnetic
materials, in particular with respect to normal ferromagnets. It exists
when low field domain wall motion does not take place, either the
magnetization being already saturated in zero field, or domain walls being
pinned at structural heterogeneities. In these two cases, the magnetic
configuration of the system is an energy minimum in the field, although it
may not be the lowest energy minimum. This energy minimum vanishes at H =
Hc, the coercive field. Then magnetization reversal takes place and the
system reaches the lowest energy state.

It is well established that the existence of coercivity is linked to
that of magnetic anisotropy. This is shown in the first section, in a
simple model due to Stoner and Wolhfarth (1948), where magnetization is
assumed to be uniform and magnetization reversal can only occur by coherent
rotation. Hc is then calculated to be equal to HA the anisotropy field.

However, in real systems, non-uniform magnetization processes are
actually involved in magnetization reversal and Hc is much weaker than HA.
In particular, in the case of shape anisotropy, magnetization reversal
occurs through collective processes which involve all the magnetic moments.
These are discussed in the second section of this paper.

In the presence of magnetocrystalline anisotropy, collective
processes do not lead to any reduction in Hc. Yet, the coercive field is
still much weaker than HA. This may be attributed to the influence of
structural defects ; at defect positions, a small volume of inverted
magnetization may nucleate and magnetization reversal may develop from
there. The mechanisms which govern these processes are not well understood
and their discussion represents the essential part of the present paper.
Different models to account for nucleation, nucleus expansion and domain
wall propagation are presented. Experimental methods to approach coercivity
mechanisms are described and they are applied to various categories of hard
magnetic materials.

* Permanent address: Department of Physics, University of Nanjing,
Nanjing, China.
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ORIGIN OF COERCIVITY

Stoner-Wolfarth model

A simple approach to coercivity in a saturated system is that of
Stoner and Wohlfarth (1948) (SW) in which coherent rotation of the
magnetization is assumed, i.e. uniform magnetization is preserved during
magnetization reversal. For a uniaxial system, the energy in an applied
magnetic field H can be written as :

E(0) = - p 0 Ms HcoS(X-OH-O) + Klsin2O + ED (1)

where Ms is the spontaneous magnetization, 0 the angle between Ms and the
easy axis c, 0 H the angle between H and c (with the definition that OH = 0
when Ms and H are antiparallel), K, the 2nd order anisotropy constant, and
ED represents the dipolar energy. If the sample is an ellipsoid of
revolution whose major axis coincides with the c-axis, ED can be written
as:

ED = p/2 [ NIIM + ( Nj - N11) sin20 ] (2)

where N11 and Nj are the demagnetizing factors along c and perpendicular to
C.

The equilibrium solutions for 0 are deduced from

dE / d0 = - pJMHsin(7t-OH-O) + K;sin20 = 0 (3)

and

2E / a2 = oMsHcos(n-OH-0) + 2K 1cos20 > 0 (4)

where

K= K1 + P.( NI - N//)D (5)

is an effective anisotropy constant including shape and magnetocrystalline
anisotropies. If the applied magnetic field is initially antiparallel to
the magnetization (i.e. OH = 0), the absolute minimum of energy, which
corresponds to a parallel coupling between the moments and the field, is
obtained for 0 = E :

E(7) = -pcMsH + (po/2)N//MF (6)

However, as long as H < 2Kl/PoMs, a second minimum exists corresponding to
antiparallel alignment of the magnetization and the field (0 = 0)

E(0) = oMsH + (p 0/2)N// 1 - (7)

The two minimum energy states are separated by an energy maximum(Figure 1):

E(O) = K{ + (.MsH) 2 /4K1' + (p./2)N//Mv (8)

where 0 = arc cos (p0MsH/2K)

As H reaches the value of the effective anisotropy field

H = H = 2 K;/p4oMs = 2 [K1 + po( Ni - N//)M-]/f Ms (9)

the energy barrier is reduced to zero. If the magnetization was initially
antiparallel to the field, it then rotates abruptly into the field
direction : the coercive field Hc is calculated to be equal to the
effective anisotropy field HA.
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origin of coercivity in the SW model, of non-uniform magnetization

reversal processes.

Saturated versus non-saturated states

In order to discuss magnetization reversal mechanisms, it is
important to compare the stability of a uniform magnetization state with
respect to a non-uniform magnetization state.The moment configuration of a
ferromagnetic system in zero applied magnetic field is determined by the
interplay between exchange interactions, anisotropy energy and dipolar
energy. Exchange and anisotropy favour the formation of a state of uniform
magnetization where the moments are aligned along a unique direction. On
thp other hand, in any sample of finite size, dipolar interactions tend to
stabilize a state of non-uniform magnetization.The balance between these
energy terms depends on the sample volume. Uniform magnetization is
favoured below a certain critical size which has been evaluated by Kittel
(1949) : considering a sphere of radius R, the energy in the saturated
state is compared to that obtained when a planar wall divides the sphere
into two equal parts. Assuming in the latter case that the dipolar energy
is reduced by a factor of 2, it is readily deduced that the critical
radius for uniform magnetization is

R~i= 9y / gX (10)

where y is the domain wall energy and Ms the spontaneous magnetization. The
values of Run i deduced for hexagonal cobalt, SrrCo 5 and Nd2Fel,,B are listed in
table I.

A more elaborate approach has been developed by Brown (1969),
allowing lower and upper limits for Runi to be evaluated. Oher
r 'agnetization configurations exist, for which magnetic poles are
practically eliminated, having lower dipolar energy than multi-domain
states. These configurations may only occur in systems with an exceedingly
small magnetocrystalline anisotropy, because the magnetic moments are then
distributed over all directions of space. One such configuration,

Table I

Co SmCo5 Nd2Fe14B
Run, (nm) 35 750 100

R'T'r (,Im) 220 1100 240un3
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magnetization curling, is favoured for samples of ellipsoidal or
cylindrical shape and the critical radius Runi is found to be less than
150 A (Zijlstra, 1982) in the case of iron.

In the presence of magnetocrystalline anisotropy, the state of non-
uniform magnetization of lowest energy is always a multi-domain state : as
the magnetization is in fact uniform, except within the domain walls, this
state allows the dipolar energy to be decreased without paying too much in
exchange and anisotropy energies. Considering a simple two-domain state
with a planar wall, upper values for Runi are given by

Ru-r = 14 [ YRk)+ \ t/2 (/K4M1(1

Values obtained in d'fferent naterials are listed in table I.

COERCIVITY IN SHAPE ANISOTROPY SYSTEMS

Macnetization reversal processes

The possible stability of a saturated magnetic state in zero applied
field means that the saturated state corresponds to an energy minimum, i.e.
a certain coercivity exists. However, this does not imply that
magnetization reversal occurs by coherent rotation. In particular, in a
system where shape anisotropy is large, uniform magnetization costs much
more energy when the magnetization is perpendicular to the easy direction
than when it is parallel to it. The problem is thus to determine the exact
mechanisms involved in magnetization reversal.This could in principle be
found with the help of micromagnetism theory which assumes a continuous
medium and localized magnetic moments, and is probably a good approximation
in most systems where the exchange interactions are much larger than
anisotropy, so that any deviation from magnetic saturation extends over
several interatomic distances. However, the calculations involve the
numerical solution of non-lirear differential equations, which has been
successfully obtained only for some rather idealized systems. The
calculations become simpler close to magnetic saturation, where the
equations can be linearised. It is then possible to determine the
magnetization modes which are involved in nucleation (first departure from
saturation) and the coercive field H, is taken to be equal to the
nucleation field Hn, which is equivalent to assuming that nucleation leads
to complete magnetization reversal. Within this approximation,
magnetization reversal has been studied in various simple systems. For a
prolate ellipsoid, three modes are in principle possible (Frei et al.,
1957; Aharoni, 1958; Aharoni, 1963). The first one is coherent rotation,
and the associated nucleation field is given by the relation (9). The two
other modes, magnetization curling and magnetization buckling (figure 2),
correspond to collective non-uniform magnetization processes, which allow
the dipolar energy associated with shape anisotropy to be decreased at the
expense of exchange interactions. For curling, the nucleation field is :

Hn = 2KI/P 0Ms - N// Ms + kMs/2S2  (12)

In this relation, k is a parameter of the order of 1 which denends on the
shape of the ellipsoid (Aharoni 1966), and S is equal to R/Ro, where R is
the minor half axis of the ellipsoid, Ro is a fundamental length defined by
Ro = (47A/pOMs 2) 1/2 and A is the exchange constant. The nucleation field is
dependent on the sample volume. For each value of k, a certain critical
minor half axis Rc exists such that magnetization reversal occurs by
coherent rotation for R < Rc and by magnetization curling for R > Rc. For R

10 Rc, and neglecting magnetocrystalline anisotropy, Hn is typically 1/10
of the coercive field predicted for coherent rotation.
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The third mode,buckling, does not significantly change the results
obtained for coherent rotation and curling (Aharoni, 1958).

For other sample shapes, there may be other processes involved in
magnetization reversal (Zijlstra, 1982; Aharoni, 1986), but, in every case,
coherent rotation tends to occur for small sample volumes, and non-uniform
magnetization processes for large volumes.

Comarisons with experimental data

Shape anisotropy is at the origin of coercivity in AlNiCo magnets,
where the microstructure schematically consists of elongated magnetic Fe-Co
particles (typical size 200x200x2000 nm3) dispersed in a non-magnetic or
almost non-magnetic matrix.

In Fe and Fe-Co wiskers ( Luborsky, 1964; De Blois et al, 1959)
coercivities of 500 Oe, amounting to 90 % of the values predicted for
curling, have been measured.

The relation (12) has been used to describe the temperature
dependence of Hc in y-Fe203 particles (Figure 3) (Eagle and Mallison, 1967).
In this system, the volume dependence of the coercivity is also in
agreement with magnetization curling (Figure 4). However, in particles of
smaller diameter which have been obtained more recently, the coercivity is
not significantly larger, contrary to what would be theoretically expected
(Berkowitz, 1990). This suggests that the actual magnetization reversal

mechanisms are more complex than simple curling.

COERCIVITY IN SYSTEMS WITH LARGE MAGNETOCRYSTALLINE ANISOTROPY

Brown Paradox (Brown. 1945)

The processes described in the previous section allow the dipolar
contribution to the energy barrier involved in magnetization reversal to
be reduced. In the case of high magnetocrystalline anisotropy systems, they
do not lead to any reduction in the energy barrier and thus are no longer
relevant. Let us assume, in this instance, that a field antiparallel to MS
is applied and conpare coherent rotation to other possible processes.
Magnetization reversal not occurring by coherent rotation would imply that
for some H<HA, departure from saturation occurs somewhere with an

.,..,--.... 100 200 400 600 1000

100

0.6

*o~ 0 +

0 KK U
0 0.2

U o Stmat 0

.00Fiu , e 0 McCurrie
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Figure 3. Temperature dependence of Figure 4.Volume dependence of Hcin
Hc in y-Fe 203 particles (after Eagle y-Fe 203 (Eagle and Mallison, 1967)
and Mallison, 1967). and SmCo 5 particles (Mc Currie

and Carswell, 1971).
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associated loss in exchange energy. Expressing this loss for a given moment

as AP(O) and neglecting dipolar energy leads to the energy

E,(O) - o J H cos(n-0) + K1 Vat sin26 + A9,(0) (13)

where Vat is the volume of an atom.The first two terms are analogous to
those in relation (1) describing coherent rotation. The additional term
A(O) is positive whatever the 0 value may be, which means that any
departure from saturation leads to an increase in the energy of the
system,i.e. the saturated state is a minimum energy state. It results that
magnetization reversal should occur by coherent rotation, with Hc being
equal to HA, and this should apply to any material where magnetocrystalline
anisotropy is present, whatever the sample volume may be in particular.

The experimental results do not correspond to this expected
behaviour. Hc is actually always much smaller than HA. This is known as the
Brown paradox (Brown, 1945). This discrepancy between theoretical and
experimental values of Hc can be attributed to the influence of structural
defects and it is discussed below.

Magnetization Reversal from the Saturated state a nucleation. propagation

In materials which are homogeneous in the bulk, magnetization
reversal is found to involve the nucleation of a small volume of inverted
magnetization in a region where exchange interactions and/or
magnetocrystalline anisotropy are reduced, i.e. Hn << HA. Nucleus expansion
follows nucleation, it is determined by the strength of the propagation
field Hp. Hc = Hn or Hc = Hp, depending whether Hn > Hp or Hn < Hp.

It is found in addition that the coercive field, is dependent on the
crystallite size : in bulk materials, it is in general several orders of
magnitude less than HA, and it amounts to values of the order of HA/5 for
particle diameters around 1-5 pm (Figure 4). Schematically, this effect may
be understood by considering that magnetization reversal in a bulk material
develops from the defect position where Hc is an absolute minimum. However,
if the sample considered is divided into many small crystallites, Hc
becomes equal to the value, averaged over all crystallites, of the minimum
coercive field in each crystallite.

It is thought that the above effects describe coercivity in sintered
magnets such as ferrites, ShCo 5 and NdFeB magnets, where the microstructure
is formed of small magnetic crystallites between which the exchange
interactions may be neglected. The coercive field in these magnets reach
values which amount to a significant fraction of the anisotropy field.

Coercivity due to pinning of domain walls

There exists an alternative way of developing coercivity in materials
where the nucleation of reversed domains occurs in low fields but where
microstructural heterogeneities lead to a domain wall energy that is
dependent on the wall position. In such systems, the domain walls tend to
be pinned in the places where their energy is minimum. A domain wall which
sweeps the entire sample meets all the different pinning sites and thus the
sites which determine coercivity are those for which the pinning is the
strongest, i.e. for which Hc is maximum. This is unlike the case of
nucleation-propagation discussed in the previous section, where coercivity
is determined by the sites for which Hc is minimum.

For strong pinning and thus a large coercivity to occur, large
variations in wall energy are necessary and this requires, as above, high
magnetocrystalline anisotropy. In particular, in Sm(CoCuFeZr) 78 alloys, it
has been reported that the domain walls are pinned at the interfaces
between SmCo 5 and Sm2Co7 phases where a large discontinuity in anisotropy
occurs (Fidler and Skalicky, 1982). The coercive field at room temperature
is of the order of 4 T, similar to the coercive field in other Sm-Co
magnets.
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MICROSTRUCTURE AND COERCIVITY

In this section, the link existing, in high magnetocrystalline
anisotropy systems, between microstructure and coercivity is illustrated
by simple models.

Nucleation and propagation from the saturated state

In a system formed of saturated crystallites, let us assume that a
negative magnetic field (opposed to the initial direction of magnetic
saturation) is applied. As the strength of the field is increased,
nucleation occurs at some defect. Due to the alteration of the magnetic
properties in the region where nucleation occurs, the wall created at the
boundary of the nucleus tends to be pinned and the propagation field, Hp,
required for the wall to penetrate into the bulk of the crystallite may be
large.

From a general point of view, the nucleation and propagation fields
are obtained from the Gibbs free energy describing the system, 0D, writing
that for any atom i :

d D dO(i) = 0 (14)
with

d2 ) / dO(i) 0 0 (15)

where O(i) represents the angle of the moment i with respect to the easy
axis. For solution of the associated differential equations to be
possible, simple descriptions of the physical system must be proposed. In
particular, in a one-dimensional model, the free energy reduces to the
simple expression (Kronmaller and Hilzinger, 1976)

0= [ A(dO/dz) 2 + K(z)sin29 + joMsHcosO] dz (16)

where 0 is only dependent on the atom position z.
Within such a model, different profiles for the anisotropy defect

have been proposed (Aharoni,1960; Abraham and Aharoni,1960; Kromniller,
1987) leading to slightly different expressions for the nucleation field.
Typically, for a defect of width d - 2r o , in which the anisotropy is
assumed to be negligible

Hn - HA 8 / ITro (17)

where 8 is the domain wall width. This expression indicates that the
nucleation field decreases with increasing defect width (Figure 5).

In these one-dimensional calculations, the propagation field Hp is
found to be (Hilzinger and Kronmiller, 1975;Friedberq and Paul,1975) :

Hp - HA 2/ 37Ero (2r o > or - 8) (18)

or, HP - HA ro / 8 (2r o << ) (19)

In general Hp is weaker than Hn. It is often argued for this reason that in
real systems, magnetization reversal from the saturated state is actually
controlled by nucleation.

Expansion of an existina nucleus

In the above model, the increase in wall area associated with
propagation is not considered. This phenomenon tends to impede wall
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propagation and thus provides another possible mechanism for the existence
of coercivity. Assuming that the material properties are homogeneous (i.e.
the pinning of domain walls due to the heterogeneous character of the
magnetic properties is now neglected), the energy of the system becomes
(Elbaz et al., 1991b):

E = -2p 0 MsHv + ys (20)

where y is the domain wall energy, v and s are the volume and surface of
the nucleus respectively. One may consider for simplicity a nucleus of
conical shape, thus

E = -27tr 2zJoMsH / 3 + 'Rr Nz 2+r 2  (21)

where r is the radius of the cone basis and z its height. It appears that
two modes must be considered for nucleus growth. The mode I correspond to
the nucleus growing at constant r (figure 6). The energy variation as a
function of z is shown in figure 7 for different values of the applied
field. The mode II corresponds to the classical idea of nucleation with z
and r increasing together at a constant z/r ratio (figure 6). In this
instance an energy maximum is reached since the surface term is dominant at
small z (and r) whereas the volume term is dominant at large z (figure 7).

Assuming that the nucleus is initially created at a defect position
whose size is defined by the radius r o , r o can be considered as a minimum
value for r. In low fields, the nucleus expands within mode I until the
energy minimum is reached and it is stable in this situation. For

C = = 1 8 HA, (22)22 ro
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Figure 6. Growth modes for a conical nucleus. Mode I :z increases at
constant r o . Mode II : z and r increase at constant z/r ratio.

the curves describing the energy variations are tangential at a point P

which corresponds to the energy minimum in mode I and to the energy maximum
in mode II (figure 7). This defines the coercive field, as the nucleus may
now expand to infinity witbout the need to overcome any energy barrier,
thus a cross-over from mode I to mode II occurs at point P. At P, cosp =
423, i.e. P, the half-angle of the cone, is equal to 35.26° which

corresponds to a cone with maximum volume at constant surface. The ratio

between energy gained in the field and domain wall energy lost is thus

optimized.For r. (fgr Hc amounts to 0.4 HA , which shows that a significant

coercive field may indeed be obtained in this model.

Pinning at magnetic hetel neities in bulk materials

Let us now consider the case where coercivity originates from domain

Hsat 1.03

1,0 .-. 88

0.8

~ 0 .72
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Fig. 7. Energy variation as a function Fig. 8.Demagnetization curves at
of z for the two growth modes of a 300K in a NdFeB sintered magnet,
conical nucleus, for increasing values of an

initial saturation field Hsat.
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wall pinning. The usual way of describing interactions of domain walls with
pinning sites is to treat the walls as deformable membranes. The
propagation field required to unpin a domain wall from a unique pinning
site is (Kersten, 1943)

Hp= f/2pM4 S (23)

where f (=S d/ z) is the maximum restoring force exerted on the wall and S
the wall area pinned for the considered pinning site. S decreases with
increasing pin density, which means that the associated propagation field
tends to increase. However, in a bulk system, a distribution of pin sites
exists. If the pin sites were distributed uniformly, the wall energy would
not depend on its position and Hp = 0. Pinning is thus due to the
fluctuations in the pin sites distribution. It appears then that the pin
site densities required to obtain significant values of the coercive field
are of the order of p - 1020 em-3 (Gaunt, 1988). Such very large values
suggest that pinning is actually due to extended heterogeneities. To
evaluate Hc in this instance one may express the energy of a 1800 domain
wall in a one dimensional model, and the coercive field is thus given by
relations (18) or (19) for propagation fields. These relations indicate
that the pinning efficiency varies as ro/8 for narrow heterogeneities (r o
<< d ) but as 8/r o for wide heterogeneities (r o > or ~). For 8 - ro, a
maximum value is obtained for Hp, it corresponds to Hp 0.3 HA (Figure 4).
This value is less than that obtained in the case of nucleation. However,
as already mentinned, the sites which determine coercivity are those for
which Hp is maximum. As temperature is varied, it may be that different
pinning sites are involved so that S/r o is a constant and pinning
efficiency remains maximum. This behavior is unlike the one expected for
nucleation where, coercivity being determined by the nucleation sites where
Hn is minimum, the same sites may be involved at different tenperatures.

EXPERIMENTAL ANALYSIS OF COERCIVITY MECHANISMS IN SYSTEMS WITH LARGE
MAGNETOCRYSTALLINE ANISOTROPY

A better understanding of magnetization reversal mechanisms in
hard magnetic materials may be obtained from the comparison of experimental
behaviors with those expected in the different models described in the
previous section. Dipolar fields present within matter may also be
evaluated by such an analysis. These may be very large and thus
significantly affect the measured value of the coercive field, since the
magnetic properties of hard magnetic materials are, by nature, strongly
heterogeneous.

Development of coercivity

The development of coercivity may be studied in systems where the
magnetization state obtained after thermal demagnetization is a multi-
domain state. This is the case for instance in SMCo 5 and NdFeB sintered
magnets. A positive saturation field is applied and the demagnetization
curve is then measured. Such curves obtained in NdFeB magnets at 300K for
increasing values of Hsat are shown in figure 8. It can be seen that they
are composed of two regions. The first occurs at weak negative fields, the
mragnetization decreases very quickly, its variation is reversible and
corresponds to free displacement of walls. The second region occurs at
larger negative fields, of the order of the magnet coercive field, and in
this case, the magnetization variation is irreversible. As Hsat increases,
the contribution of the first region can be seen to decrease with the
consequential increase of that of the second region. This behaviour reveals
that a proportion ng of grains has full coercivity, whilst a proportion (1-
-ng) remains in the multi-domain state. The variation of ng as a function
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of Hsat is shown in figure 9. The value of Hsat required to develop
coercivity in a given proportion of grains is weakly temperature dependent
between 4.2 K and 400 K, and it appears to be proportional to the value of
the spontaneous magnetization (Figure 10) . This result shows that the
development of coercivity is not related to mechanisms involved in magneti-
zation reversal, but is determined by the strength of dipolar fields in the
magnet. The mean value of these dipolar fields, correponding to ng = 0.5,
is approximately equal to 0.60 MA/m (figure 9). Since the measuremnents were
performed on needle-shaped samples where the macroscopic demagnetizing
field is negligible, this value represents the strength of internal dipolar
fields only.

The dipolar field values so obtained may be compared to calculated
values. The internal dipolar field acting on a given crystallite is the
sum of the crystallite's self-demagnetizing field and of the Lorentz field.
In principle, one would expect these two fields to almost cancel each other
since the magnetization state is almost saturated and homogeneous. To
understand the large value of 0.6 MA/m found experimentaly, it must be
considered that it is not the mean value of the dipolar field which
controls the crystallite magnetic saturation. Indeed, a domain wall is
present 1n Iv ; cr-stallite ur.Li] -he applied field overcomes the
dipolar field in any part of it. Large fluctuations may exist in the
dipolar field and the value 0.6 MA/m should be regarded as the mean value
of the maximum dipolar field in each crystallite.

Evaluation of the strength of the dipolar interactions involved during
magnetization reversal

The dipolar field determined in the above section is not equal to
the dipolar field, H'd', acting during magnetization reversal when H - Hc .
Indeed, the magnetization states in these two experimental situations are
quite different. In order to evaluate the strength of H ', Givord et al
[1991] have proposed a procedure whereby a magnetization state is obtained
which resembles more closely the state of the magnet in the vicinity of
the coercive field. Starting from a thermally demagnetized state, an
initial saturation field is applied whose strength is such that the volume
of the saturated crystallites amounts to approximately half the total
volume of the sample . The field direction is then inverted . The
magnetization of the saturated crystallites remains unchanged,while that of
the other crystallites is aligned along the field (Figure 11). The
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Figure 11. Description of the procedure used to evaluate the strength of
the dipolar field Hd acting in a magnet during magnetization reversal.

resulting magnetization is very weak, the magnetization state obtained
being composed of two equivalent populations of crystallites respectively
magnetized along and opposite to the applied field. The inverse field Hs
is then increased in order to obtain saturation, eliminating domain walls
in the crystallites whose magnetization is along H. The field H'n required
to obtain n; = 0.5 is now 1.3 MA/m (figure 9), much larger than the value
0.60 MA/m required to obtain ng = 0.5. This increase in the dipolar field
can be attributed to the strongly heterogeneous character of the
magnetization state where the bulk magnetization is zero but the
magnetization of every crystallite is saturated. Since this magnetization
state applies also to the hysteresis loop in the vicinity of H = Hc, the
field 1.3 MA/m can be regarded as an estimate of H'I . However it must be
realized that the strength of the fluctuations in the dipolar field depends
obviously on the volume over which the field is averaged ahd these volumes
are not the same for the two magnetization states considered here : the
volume involved during saturation of a crystallite is the minimum volume
within which a domain wall may be present, i.e. it corresponds to the
single-domain particle size ; the volume involved during magnetization
reversal, in the vicinity of Hc, is the activation volume. Larger
fluctuations in the dipolar field are a priori expected in a volume of the
order of the activation volume which is much smaller (see later in this
section) than the single-domain particle size. Thus, the dipolar field here
determined represents probably a minimum value for H d

Temperature dependence of the coercive field

To analyse the temperature dependence of Hc experimentally observed,
it is usual to express Hc/Ms as :

Hc / Ms = (X HA / MS - Neff Ms (24)

Sagawa et al. (1987,1988) and Hirosawa et al (1989) have analysed the
temperature dependence of Hc in NdFeB sintered magnets with aX being taken
as a fitting parameter which is temperature independent. Although the
physical meaning of such a hypothesis is not clear in a system where
magnetization reversal develops from the saturated state (The coefficient (X
is expected to be temperature independent only in the case of pinning, see
previous section), a good agreement with experimental results was obtained
as illustrated in figure 12. The deduced value of the parameter a is 0.37;
the value of the parameter Neff is 1 which corresponds to a dipolar field
of 1.25 MA/m, in good agreement with the value deduced from H's.
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According to Kronmijller et al. (1988,1989) Ot should really be

expressed as

CC = aKK (25)

where QK is the fundamental parameter describing the magnetization reversal
mechanism (previous section) and G is a numerical coefficient which
represents the effect of the angular dependence of the coercive field
convoluted with the angular distribution of crystallite orientation (see
further in this section). This analysis has been applied to sintered NdFeB
magnets (Kronmiller et al., 1988, 1989). To test the possibility of a
nucleation mechanism, magnetization reversal is assumed to occur by
coherent rotation in the activation volume. Then, OcL - 0.7 is expected. and
the curves presented in figure 13 indicate that (XK - 0.9. This high value
of CLK implies that the dimension of the defect is very small (ro -10A). The
dipolar interactions are found to be very large (Neff =1.6 - 1.8), leading
according to this analysis to a strong reduction in the coercive field.
Assuming that pinning occurs in these magnets, a ~ 1 is expected.
Considering wide heterogeneities, the formalism is similar to the one
describing nucleation (see previous section). It is thus deduced that 0aK -
0.6. This large value is incompatible with such a mechanism. Similarly, the
value of CLK deduced in the case of narrow heterogeneities is incompatible
with the pinning mechanism.

The same analysis has been applied to Sm(CoCuFeZr) 7 .6 magnets. In
these magnets, a cellular structure of rhombohedral Sm2 Co17 , surrounded by
1:5 hexagonal cell boundaries, is present (Rabenberg et al., 1982;
Hadjipanayis et al., 1982; Fidler et al., 1983; Ray et al., 1987). Durst
(1986) has shown that the coercive field is proportional to the anisotropy
difference between the 2:17 and 1:5 phases. This behavior corresponds to
the one expected for the maximum propagation field resulting from pinning
at the boundaries between both phases (It was argued above that the maximum
propagation field should be proportional to HA because AK=K has been
assumed). It suggests therefore that the coercivity mechanisms in NdFeB
magnets and Sm(CoCuFeZr)7-8 ones are different.

In the above analysis, the effect of thermal activation was not
considered. This may significantly influence the temperature dependence of
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Fig. 12. Coercive field Hc in RFeB Fig. 13. Test for the temperature
magnets as a function of HA*. HA* is dependence of Hc in NdFeB magnets.
defined as AEA/M3 where AEA is the OCK is deduced from relation (17)
anisotropy energy. describing nucleation (Kronmller

et al., 1989).
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Hc since magnetization reversal occurs when the difference in energy A,
between the energy minimum and the energy maximum in the applied magnetic
field, may be thermally activated. In the case where the increase in wall
area required for wall expansion determines coercivity, the energy barrier
A between the equilibrium state of minimum energy Emin and the state of
maximum energy, Emx, from which magnetization reversal develops, may be
expressed as (see relation (20)) [Elbaz et al., 1991b]:

A = -2poMsH (vax - vmin) + Y(smax - smin) + AEcp (26)

where the indices min and hax refer to the minimum and maximum energy states
respectively and AEijp represents the variation in dipolar energy when the
system is excited from Emi 1 to Eax. AE i may be expressed as -Neff k to be
consistent with . As shown below, thermal activation occurs for Eax-Ermin ~
25kT, thus :

Hc= [( Y Smax Ysmin) + 25kT] /poMsv - Neff Ms (27)

where v = 2 (vx-vmin) is the activation volume according to the relation
(52). From above, vmin and smi n correpond to wall expansion within mode I,

v,, and smx within mode II. In this latter mode, smax is proportional to
v2lx3. At sufficiently -Iigh temperature, it appears that vmin and stain may be
neglected with respect to vrax and Smax, thus :

Hc = X' y / po Ms v1/3 - Neff Ms - 25kT / o Ms v (28)

where a' is a temperature independent geometric factor.
These relations have been successful in analysing the temperature

dependence of Hc in Ferrites and NdFeB magnets (sintered as well as
prepared from melt-spun ribbons) (figures 14 and 15) (Givord et al., 1988a,
Tenaud, 1988). For this purpose, cc' has been considered as a free parameter
and the activation volume has been deduced from magnetic-after effect
measurements. Good agreement was obtained for the different systems studied
with ' being of the order of 0.3-0.5. The coefficient Neff is
approximately 1 in sintered magnets, but it is less in NdFeB magnets
prepared from melt-spun ribbons where it may even be that dipolar
interactions reinforce coercivity. It has been suggested (Givord et al.,
1991) that the interactions between crystallites (residual exchange or
dipolar) are larger in this latter magnets than in sintered magnets. In the
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Figure 14. Tenperature dependence Figure 15. Temperature dependence
of Hc in Ferrites and NdFeB sintered of Hc in NdFeB magnets prepared
magnets (Full line : calculated). from melt-spun ribbons (Full line:
(Givord et al., 1990). calculated) (Givord et al., 1990).

648



magnetization configuration corresponding to Evin, the minimization of such
interactions is then essential and AFjdi p is reduced or even becomes

positive. It may be noted that the existence of interactions between
crystallites is also consistent with the evidence that collective

processses are involved during magnetization reversal (Viadieu, 1988).
Concluding this section, the different models tested to analyse the

teerature dependence of Hc suggest that, in all categories of sintered
magnets and in NdFeB magnets prepared from ribbons, magnetization reversal
may be determined by nucleation mechanism or expansion of an existing
nucleus. It appears unlikely that pinning of a rigid domain wall is
involved since the value of Hc is significantly higher than the maximum
value then calculated. on the opposite, pinning may be at the origin of
coercivity in Sm(CoCuFeZr)7_8 magnets.

Angular dependence of the coercive field in magnets

In usual experimental conditions, the coercive field is measured in
a field antiparallel to the magnetization. When the field is applied at an
angle OcH from the easy direction, the value of Hc is different. On the one
hand, the coupling energy of the magnetization with the field, is reduced
by a factor cosOH. On the other hand, due to the non-collinearity between
Ms and H, a torque is exerted which may induce a certain moment rotation
towards the field direction, i.e. the physical system is modified and this
my further affect the value of Hc . The analysis of these effects may help
in understanding coercivity mechanisms.

Behaviors expected in various models. One may define a function g(6.H)
which represents the angular dependence of Hc

Hc(OcH) = He(0) g(O ).). (29)

For coherent rotation, the function g(OcH) has been calculated by Stoner
and Wolhfarth ISTO 48] :

g(0cH) = 1 / [ sin2 /3cH +COS 2/ 30cH ]3/2 (30)

As 0cH varies between 00 and 900, the nucleation field decreases from HA to
HA/ 2 and increases again up to the initial value (figure 16a).

The angular dependence of the coercive field has never been
calculated exactly in the case of nucleation at defects. The same
approximation as in the previous section may be made, assuming coherent
rotation of the moments in the activation volume. The angular dependence
of Hc(OcH) is then given by the relation (30).

In the case of pinning, one can assume that the coercive field is
much weaker than the anisotropy field. The rotation of the moments towards
the field may thus be neglected, and the energy barrier is simply :

A = dy /Dz v - 2poMsHv COSOcH (31)

Relation (31) indicates that the active part of the field is HcosOCH, i.e.
the coercive field exhibits a I/COSOcH dependence (figure 16b). As Hc starts
to become a significant fraction of HA, the moments at both ends of the
wall rotate towards the field direction. The angular dependence of Hc then
calculated is not as strong, in particular at large angles, as that
calculated in the case where the reversible rotation of the moments from c
can be neglected (Elbaz et al., 1991a).

A similar angular dependence of Hc is obtained in the case where
magnetization reversal involves the expansion of an already formed nucleus
through domain wall propagation.
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Figure 16. Calculated angular depen- Figure 17. Hc(OH) / Hc (0) in RFeB
dence of the coercive field in magnets magnets *:Nd 17Fe 75B8 A:Nd 20Fe 71 A12B7
a) SW b)pinning, without any rotation Inset: definition of the angles
of the moments, or allowing for moment involved in the analysis.
rotation (Elbaz et al., 1991a).

Experimental results. Measurements of the angular dependence of the
coercivP field in magnets are in general performed in the following way
(Kronmil er et al., 1987b, Givord et al., 1988b] : the sample is cut in the
shape of a thin cylinder whose axis is perpendicular to the alignment z-
axis of the magnet, the magnetization is saturated in a positive field
applied along z, a negative field is applied along a direction
perpendicular to the cylinder axis, at a certain angle OH from z (figure
17, inset). In figure 17, Hc(OH) / Hc (0) is shown for a NdFeB sintered
magnet with Hc = 8.7 kOe at 300K (Elbaz et al. 1991a). Hc(OH) steadily
increases as OH increases and attains a value equal to 1.8 times the 0 H = 0
value. For comparison, Hc(OH) is also shown for an Al-doped magnet in which
the room temperature coercivity is 17.2 kOe (Kronmifller et al. 1988). The
increase in Hc is much smaller for this magnet which has a larger Hc / HA
ratio.

Analysis. HC(eH) may be calculated considering that all the
crystallites which constitute a magnet have the same coercive field hc and
that magnetization reversal occurs independently within the different
crystallites. The probability for a crystallite to be oriented at an angle
OcH from H (applied at an angle OH from c) is (Givord et al., 1988b)

2 p
dp (OCH) = I f(Ocz sinOc, dadOcz (32)

0

where f (Ocz) is the angular distribution of crystallite c-axes with respect
to the z-axis, a is an angle in a plane perpendicular to H and Ocz is
deduced from ecH and a through :

cOSOc- = cOSOcH cosOH - sinOCH sinOH sina (33)

The function NN(OcH) = dpel(Oci) / dOcH characterizes the crystallites
angular orientations with respect to H, it may be deduced from f (Ocz) and
the irreversible susceptibility is
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X irr = 2 Ms CosOcH N,(0cH) / (dhc/dOcH) (34)

(Givord et al., 1985) .The value crH" for which Xirr is maximum shows which
crystallites are involved in magnetization reversal at H = Hc, and the
coercive field is thus

Hc = hc(OcH) (35)

This approach has been used to calculate the angular dependence of Hc
for the different mechanisms envisaged above. Assuming coherent rotation, Hc
practically does not depend on OH (Figure 18). This is because h c is weakly
angle dependent for 200 < OcH <700, and the irreversible suceptibility is
always dominated by crystalltes within this range of angles. In the case
where 1/cosOcH dependence applies (i.e. pinning or expansion of a nucleus),
an increase of Hc with OH by approximately a factor of 2 is obtained. If a
certain rotation of the moments away from their easy direction occurs, the
increase of Hc with 

0
H is not as strong (Figure 18).

In NdFeB magnets for which Hc - 10 kOe at room temperature (Figure
17), the increase in Hc with 0 H corresponds approximately to the one
calculated for a l/cosOcH dependence in individual crystallites. For Hc - 17
kOe, the reduced increase in Hc with qH can be attributed to a non-negligible
rotation of the moments into the field direction. This is consistent with
the fact that the coercive field at large angles amounts to approximately
one third the anisotropy field of the Nd2FeI 4 B phase. The same type of
analysis has already been applied successfully to SmCo 5 and Ferrite magnets

(Givord et al., 1988b).

Finally, a decrease in Hc as 
0

H increases occurs at small 0 H values in
PrFeB magnets (Elbaz et al., 1991a; Gr6nefeld, 1990). This cannot be
interpreted withir the above analysis and has been tentitatively attributed
to the relative decrease, at low temperature, of the dipolar interactions
with respect to other interactions.

The above results show that a better agreeeent with experimental data
is obtained in models involving domain wall propagation and leading to
1/cosO dependence, or close to it, than in models involving coherent
rotation of the magnetization. Combining this with the conclusion of the
above section, suggests that magnetization reversal actually occurs through
expansion of an existing nucleus. However, it must also be noted that
nucleation might be a complex process for which the schematic description
used here (coherent rotation of the magnetization in a small volume) is

inadequate.

Magnetic after-effect in sintered Nd-Fe-B magnets

F. In its saturated magnetic state, a magnet is in a
metastable state. It tends to reach the state of minimum energy, and, under

00 S0 1Q.00 FS)
- 1/cos E 100 .

-. /

'' 1 2 t. 16 t m.

Fig. 18. Calculated angular dependence Fig 19. Typical time dependence of

of Hc in different models (see text), the magnetization in RFeB magnets.
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the effect of thermal activation, the magnetization may vary with time. The
magnetization variation becomes important when the applied magnetic field
approaches the coercive field and the energy barrier A to be overcome is
reduced. In all instances, thermal activation encourages magnetization
reversal which develops in a small volume termed the activation volume
(Wohlfarth, 1985). The size of the activation volume may be evaluated from
the comparison between the field and time dependences of the magnetization
(Wolhfarth, 1985 ; Givord et al., 1987).

Let f (A) be the distribution of energy barrier A. The magnetization
variation associated with overcoming the barriers between A and A+dA is :

dM = - 2 M, f(A) dA (36)

The magnetic viscosity is defined as the time dependence of the
magnetization :

S = - dM / d(Lnt) = 2 M, f(A) dA / d(Lnt) (37)

where it is assumed that f(A) is a constant, i.e. the distribution is very
broad [Street and Wooley, 1949). It is in general observed that the
magnetization has a logarithmic variation with time, which shows the
validity of this hypothesis.In order to evaluate dA/ dlnt, the relaxation
time T associated with a given energy barrier A must be determined. For an
Arrhenius law :

T = To exp(A/kT) (38)

where To is the minimum characteristic time for magnetization reversal (To -
10-"1 s).

The probability for magnetization reversal between time 0 and time t
is :

P = 1 - exp (-t It). (39)

The properties of the exponential function are such that P is almost 0 as
long as t < T and almost 1 for t > T. It may thus be written approximately
that (Pr~jean and Souletie, 1980)

D = kT ln (t / TO) (40)

i.e. thermal activation may be considered to be equivalent to an energy
term :

Eact = kT ln (t / To) (41a)

For typical values of t, between 0.1 s and 1000 s, the logarithmic factor
is approximately constant and equal to 25. It results that

Eact - 25 kT . (41b)

Using (41), relation (37) may be rewritten

S = - dM / d(Lnt) = 2 M, k T f(A). (42)

Considering now the field dependence of the magnetization, the
irreversible suceptibility, Xirr, may be written usinc: (36) as

Xirr = 2 M, f(A) OD / aH)T (43)
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In this relation, it is assumed that no thermal activation occurs. From an
experimental point of view, it cannot be eliminated, but Estrin et al.
(1989) have shown that it is equivalent to measure Xirr at constant dM / dt.

The viscosity coefficient Sv is then defined as

S, = S /X1 rr = kT / (aA/aH)T (44)

Activation volume. Relation (44) indicates that (OA/aH)T is the
essential parameter deduced from magnetic after-effect measurements and we
turn now to its evaliation in the different models considered in the
previous section. For coherent rotation, the energy barrier A is

A= KV ( 1 - H/HA )2 (45)

and thus

(DA / aH)T= - PoVM, ( 1 - H/HA) (46)

where V is the sample volume which may be identified with v, the activation
volume, since coherent rotation involves, by definition, all the moments in
the system. It has to be noted that (OA/0H)T is proportional to (HA-H).
However, Victora (1989) has shown that the above result is valid only for H
applied exactly along the magnetization direction. A more general result
is :

A= 4 K V [ 2 (HA-H)/3HA] 3/ 2 sin0o coso (47)

where 00 represents the angle of the magnetization with respect to c, at
the energy maximum and is related to the angle OH of H with c by tan0o -
tanl/30H. It results that :

OA / )H)T = - 6KV (2/3HA)3/ 2 sin0o cos0o (HA-H) 1 /2  (48)

which for OH - 150 is approximately :

(DA / @H)T - - 0.5owVMs (1 - H/HA) 1 / 2  
(49a)

i.e. (M / _H)T varies as (HA-H) 1/2 instead of (HA-H). Hc is of the order of

HA/2 for 0 H - 15' and above, and thus

(OA / aMH)T - 0.3 poV Ms . (49b)

For nucleation, it may be assumed, as above, that coherent rotation
of the moments take place in the activation volume(Kronmuller et
al.,1987b). Then (49b) should hold with V being replaced by v, the
activation volume.

In the case of pinning, the energy barrier is readily deduced from
the basic formula (23), to be

A = dYy /az v - 2P0MsHv (50)

where v=s dz is the activation volume, s the area pinned, dz the
domain wall displacement from the energy minimum to the energy maximum. As
long as he domain wall structure is not modified by the applied field,
(aA/aH)T is field independent

(-IaH)T 2p0Msv . (51)

The same result is obtained in the case where coercivity is controlled by
the volume expansion of the already formed nucleus.
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dependence of DA/dH.

Thus for the various mechanisms discussed here, it appears that the
size of the activation volume is of the order of (Wohlfarth, 1985 ; Street
et al., 1987 ; Givord et al., 1987):

v - - (iAMH)T / M (52)

which is the .3imple relation generally used to evaluate v from experimental
data.

Experimental analysis of magnetic after-effect measurements. Typical
time dependence of the magnetization at 300 K in a Nd-Fe-B magnet is shown

12 10

S a 25 b
g o< 20

06

, I0 I
3 100 200 300 400 50 0 100 200 300

T (K) T (K)

Figure 22. Thermal variation of the activation volume v (o) in various
magnets compared to the thermal variation of &3 (o) a) NdFeB magnets
prepared from melt-spun ribbons . b) sintered ferrites (also shown Ba-

Ferrites for recording (+)).
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in figure 19 (Givord et al., 1987). The logarithmic law obtained indicates
that the distribution f(E) is approximately a constant in the range of
activation energies corresponding to these measurements. The slope of the
straight lines in figures such as figure 19 corresponds to the viscosity S
= -dM/dlnt. The field dependence of S obtained is shown in figure 20. S is
maximum -when the applied field is close to the coercive field. The
irreversible susceptibility Xirr appears to be approximately proportional to
S (figure 20), thus showing that the viscosity coefficient Sv =S/Xirr is
approximately field independent. The temperature dependence of Sv exhibits
a maximum at about 75 K (figure 21). In a magnet where Hc, at 300 K, is
equal to 0.8 MA/m, Sv at 75 K reaches about 16 kA/m. The field derivative
of the energy barrier A/ H, deduced from Sv (relation 44) increases
continuously with temperature (figure 21, inset).

The temperature dependences of the activation volume, deduced from
aA/DH determined experimentally (relation 52), are shown, as typical
examples, in figure 22 for NdFeB magnets prepared from melt-spun ribbons,
sintered ferrites and Ba-ferrites used for magnetic recording. The size of
the activation volume in all these systems is much lower than the size of
the magnetic particles, in agreement with the fact that magnetization
reversal is not a collective process but involves domain wall nucleation
and propagation.The thermal variation of the cube of the domain wall width,
83 in hexagonal ferrites and Nd2Fe 1 4B is also shown in the figure 22. The
activation volume is of the order of 1083 and the temperature dependences
of v and 83 are similar. This is particularly striking since v and &3
increase with temperature in NdFeB magnets but decrease in ferrites
magnets.

A qualitative interpretation may be proposed to account for this
phenomenon . All the results already described show that magnetization
reversal involves non-uniform magnetization processes. The domain wall
width 6 is precisely the length which characterizes such processes. The
additional consideration that the shape of the activation volume is such as
to reduce dipolar interactions, implies that the dimensions of the
activation volume must vary in unison. Combining these two arguments leads
to v-83, as observed experimentally. However, it must be pointed out that
the activation volume is compared here to a parameter which characterizes
the perfect material and the interpretation proposed is thus questionable
if coercivity is controlled by nucleation or propagation of a rigid domain
wall, since in such instances, magnetization reversal is expected to be
determined by the magnetic properties of a part of the material which is
not representative of the bulk. This once more favors magnetization
reversal through nucleus expansion for the systems discussed here (sintered
magnets, 17dFeB magnets of different categories, -hard magnetic particles for
recording,...). It would be important to measure magnetic-after effect in
Sm(Co-Cu-Fe-Zr) 7 _8 magnets, where coercivity is thought to be due to
pinning of domain walls.
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1. INTRODUCTION

The conventional magnetization processes in macroscopic specimens are
reversible rotations and domain wall displacements, where the latter ones take place
reversibly at low fields and irreversibly by Barkhausen jumps at fields comparable to
the coercive field (Kneller, 1962; Chikazumi, 1964; Trauble, 1966). The scenario is
quite different in the case of micro- and nanocrystalline materials which have
become very important for sintered and melt-spun permanent magnets, soft magnetic
materials as well as for magnetic multilayers (Croat et al., 1984; Sagawa et al., 1984;
Hadjipanayis et al., 1983; Hadjipanayis and Kim, 1988).

The magnetization processes in these materials show a multitude of different
mechanisms depending on material constants, orientation and value of applied fields,
grain size and shape, and on the microstructure of the ensembles of grains.

The relation between magnetization processes and the microstructure has been
found to be the keystone for a basic understanding of the hysteresis loop of modern
magnetic materials (Kronmiuller, 1987; Kronmiuller et al., 1988a, 1988b). The
theoretical background for a description of these phenomena is the continuum theory
of micromagnetism as developed by Landau and Lifshitz (1935), Brown (1940, 1941),
N~el (1950) and Kittel (1949). The more recent progresses dealing with the
interaction between microstructure and magnetic properties are reviewed in papers of
Kronmiller (1966, 1972, 1978). The importance of microstructural effects becomes
obvious if we consider the coercive field, H,, of different types of alloys.

In magnetically soft, amorphous materials H. may be as small as H c - 0.1 Aim
whereas in hard magnetic materials values of Hc - 4000 kA/m have been obtained.
This variation of H, by nearly a factor of 106 represents a fascinating problem in
the field of material development to be treated by micromagnetism.

The complexity of the whole problem becomes obvious if we consider the
different types of permanent magnets developed during the last two decades. The
discovery of the hexagonal intermetallic compounds CosSm and Co17Sm2 in 1972
started a new type of permanent magnet materials known as the rare earth-transition
metal alloys. Here the Co5 Sm magnets are produced as sintered magnets, magnetically
hardened by the nucleation mechanism (Strnat 1978) whereas the Co:17S2 based
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magnets are produced from the as-cast alloy by annealing treatments where a Cu
enriched 5:1 phase is precipitated in an Fe enriched 17:2 phase (Ray 1984,
Hadjipanayis 1982). The grain size in the CoSm sintered magnets is of the order
of 5 - 10 jim whereas the precipitation structure in the 17:2 magnets shows
pyramidal cell structures of diameter 100 nm. In this case the magnetic hardening
occurs by the pinning of domain walls at the cell walls of the 5:1 precipitates.

Another very interesting example of a new hard magnetic material is the
tetragonal intermetallic compound Fe42Nd2B as produced by Croat et al. (1984) by
melt-spinning and by Sagawa et al. (1984) by casting. As in the case of the CoSm
alloys magnets with grain sizes of - 100 nm are produced from the melt-spun
material and sintered magnets with grain sizes 4 - 10 gim from the as-cast material.
It is a matter of controversy up to now which hardening mechanism in the case of
the melt-spun material governs the coercive field: Domain wall pinning or nucleation
of reversed domains.

A fundamental property of H, is its dependence on the grain diameter D
which is shown qualitatively in Fig. I for perfect and imperfect particles. Here we
may distinguish four different regions:

i. In very small so-called superparamagnetic particles with D < dth - 3 - 5 nm
the reversion of M takes place by a thermally activated process.

2. In particles with dth < D < dcrit the reversion of Me is independent of size
and takes place by a uniform rotation process.

3. In larger particle sizes dcrit < D < Dcrit an inhomogeneous rotation process
(curling mode) with decreasing critical fields takes place.

4. In large particles D > Drit the single domain particles transform into multi-
domain particles where the reversion of M takes place by domain wall
displacements.

Hc homogeneous rot pinning forces

nucleation

imperfect crystal

single domain particles multidomain particles

dh dc, 
0

cr,t 0

Fig. 1. Qualitative dependence of H, on the particle diameter D. The four ranges
determined by the critical diameters for thermal activation (dth), transition
to inhomogeneous rotation (dtcri) and the formation of multidomain particles
(Dcrit). The behaviour for perfect (-) and imperfect (- ) particles
is visualized.

It is of interest that in small particles D < Deit microstructural defects lead to
a decrease of the coercive field whereas in large particles the coercive field is
increased by microstructural defects. In the latter case the defects act as pinning
centres for domain walls whereas in small particles they act as magnetically soft
regions where the nucleation of reversed domains easily takes place. The deteriorating
effect of microstructural defects on the coercive field of sintered magnets is

658



demonstrated by Fig. 2 where we present the ratio of the experimental coercive field
and the theoretical nucleation field of different hard magnetic materials. The most
surprising result of this representation is the small progress achieved within a period
of 40 years. It is evident that starting with the famous Alnico magnets via
Ba-Ferrites up to the most modern magnet of Fe 4Nd2B it has not been possible to
improve the magnets from a theoretical point of view: The deteriorating effects of
the microstructure obviously could not be reduced. Accordingly, it seems to be the
most important task in future to understand and to eliminate the deteriorating effects
of the microstructure. In the following chapters we shall give a quantitative treatment
of the different types of microstructural defects leading to a reduction of the
coercive field.

HcPX

HN1 / / / /// /
Discrepancy to theory

05 (CoCuFeZr) 76 SM Fe 4 Nd2 B

ALNICO Ba - Ferrit 
Labor

57'. i techn

1950 1960 1970 1980 1990

year

Fig. 2. The ratio H eXP /HN of prominent magnetic systems (--*---*-- = laboratory
magnets, , # = technical magnets).

2. MICROMAGNETIC EQUATIONS

Micromagnetism has been proven to be a rather effective tool for the study of
magnetic states and magnetization processes on length scales say above several lattice
parameters. Within the framework of this theory the spontaneous magnetization

M =IMI K ]2 (2.1)

is described by its modulus, M., and the direction cosines, yi, with respect to a
cartesian coordinate system. In the special case of a uniaxial crystal we may write
"71 = 0, -y, = sin 0, 7 3 = cos 0, where 0 denotes the angle between M 5 and the
c-axis. The total magnetic Gibbs free energy density of a small magnetic particle is
composed of four terms

0 t = 0,. + O K + OS + 'PH (2.2)

which are given by the following expressions:

I. Exchange energy

0,x = A(V0)2  
(2.3)

(A = exchange constant).
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2. Magnetocrystalline energy

I = K, sin 2 O + K 2 sin4o + K 3 sin 6r + .... (2.4)

3. Stray field energy

*M= -. (2.5)
2

The stray field H. is derived from a potential U by V_ = - VU, where U obeys

Poisson's equation

AU = 4n div M (2.6)

with the solution

UL div M d3 r' M I dfU r) = (_) I r r= , ,r - r'- (2.7)J ir- r 'i 1 ir-r' i

where the first term. takes care of the magnetic volume charges (-) div M. and the
second term of the magnetic surface charges M. n L = surface normal).

4. Magnetostatic energy in an internal field, H

H _ H (2.8)

Here H denotes an internal field

!I Ht + Hd  (2.9)

which is composed of the external field Hxt and a demagnetizing field, Hd, exerting
from fixed surface charges of a macroscopic specimen. Here we have introduced
two types of stray fields. H. results from an individual particle and is determined by
(2.7) with M. the distribution of magnetization within the particle. Hd is the stray
field being due to all other particles and in particular being due to the macroscopic
external surfaces of an ensemble of particles. If we consider a magnetization process
of one individual particle we allow for the dependence of H. on the magnetization
process, however, consider H as a constant demagnetizing field of the surroundings
of the particle. Insofar, Hd is treated similarly as the external field and does not
depend on the magnetic state of the particle under consideration.

Micromagnetic equilibrium conditions are obtained from a minimization of the
total Gibbs free energy with respect to the direction cosines 7i or 0. From the
variational problem

=S 16eX + OKI+ 4, + 0.- d'r = 0 (.0

the equilibrium condition

M H ff] = 0 (2.11)

follows, with an effective field
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Heffi A- 2 -A i  M_ _ 0 i  + He. t ' i + H d + H ., i  (2.12)
M. 3

2  M. &Y eti i

where the first term corresponds an effective field due to the exchange energy and
the second term describes the so-called crystal field

HK = - " 0K'/i • (2.13)

Actually, the torque equation (2.11) has to be solved together with Poisson's equation
(2.6) which establishes an integro-differential equation. Furthermore, the additional
condition J-/? = I has to be taken into account. In the case of one-dimensional
problems ih uniaxial crystals where 7 = sin 0, -/2 = 0 and -/ = cos 0, and the
internal field H lies under an angle 0 with respect to the c-axis the equilibrium
condition writes

d 2 4'
2A d2 O  - (K + 2K 2 sin 2 ' + 3K, sin4'J sin24 + (H 1 + Hd)sin (0 - 4)

1 H aH
+ - M. (Hsx + a cos 0 - (H', - - sin 0) = 0

(2.14)

Eq. (2.11) and Eq. (2.14) represent the basic equation for treating one-dimensional
magnetization states and processes of small particles. Four types of magnetization
processes may be derived from the equilibrium equations:

1. Nucleation processes.
2. Macroscopic reversible rotations.
3. Instability processes (FOMP).
4. Domain wall displacements.

In single domain particles the first processes may occur successively, whereas in
multidomain particles reversible rotation and domain wall displacements may take
place simultaneously.

3. NUCLEATION AND INSTABILITY FIELDS IN SINGLE DOMAIN PARTICLES

Nucleation fields are obtained from the micromagnetic equation (2.14) as the
Eigenvalue, where for the first time M, starts to deviate from its original orientation
parallel to the c-axis. The nucleation field, H N, depends on the magnetization mode
leading to a reversion of MM. Fig. 3 gives a review of the three main magnetization
modes: uniform rotation, curling and buckling. For a derivation of the nucleation
fields of these three magnetization modes we consider a free particle with
demagnetization factors N1 and Ni, parallel and perpendicular to the c-axis. In this
case the stray field terms are given by

Hd = 0, H... = - N.L M. sin 0, H, =- Ni M. cos 4. (3.1)

The nucleation fields are obtained from the linearized micromagnetic equations taking
care of the special conditions of the magnetization modes:
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Q C

Fig. 3. Review of the main nucleation modes. a) uniform rotation, b) curling,
c) buckling.

1. Uniform rotation

The equilibrium condition for vanishing exchange energy and an applied field
antiparallel to 1 writes (OA' 0, Hd = 0):

dO/dO = [(2K 1 + (Nj - Nip) M .2)cos (A + 2(2K 2  sin z 
2 + 3K 3 sin' 4 )cos 0

Hex t M,]sin 0 = 0 . (3.2)

Eq. (3.2) has a trivial solution 0 = 0 for Hex t < HN, i.e., the magnetic state does not
change, and a nontrivial solution obtained by putting the bracket term = 0 for
0 " 0: K2(K, + K a )

HN = 2K, - M, (Nig - N.L) = , (3.3)

with

11/

K = I M 2 (N -I - Nc) (3.4)

At Hext = HN  the magnetization starts to deviate from the c-axis. The type of

further rotation depends on the second derivative. For d 2 Ot/d 0 2 < 0, which holds
for K + Kd > 4KZ the magnetization rotates spontaneously into the opposite
direction of the c-axis. For d vt/di2 > 0 which holds for K + Kd < 4K2 the

magnetization rotates reversibly out of the c-axis and the instability occurs at an
angle of (Kronmitller 1985, Herzer et al. 1986)

sin2 iN = - T ( K  + K d - 4K2) K 
2 (3.5)

and an instability field of

'N = 4 M (N K) + Ka 3/24 3 . 2 + (3.6)

2t M - 3 N1¢6 N1 ) K

The two types of hysteresis loops for He = Hi and H > HN  are shown in Fig, 4
A further modification of the hysteresitaes splace if the external field is
applied under an angle ir with respect to the negative c-axis. In this case M rotates
reversibly up to an angle (see ourig. 5)
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tg ON = (tg 01'/ (3.7)

where M. spontaneously rotates into the opposite direction. The instability field of
this process is approximately given by Stoner and Wohlfarth (1948) and Kronmuiller
et al. (1987):

HNA (0._) = 2(K I + K,) [O 0) 2/3 1 p)2/3]32x
M, (o ,)/ + (sin i')/] 1

x + 2K2 ~(g 00) 23 1 38

The minimum instability field is obtained for 00 it/4 and is given by

it K, +K + K
Hiin (-~) = - l (3.9)N 4 M

HN, H H' N

-H
1

HNM H
1

H H -H,,H HH1, HH H
N N N N N

K, 41<2 K, 4K K, ' 4K,

K > 01 WK, >0) H oblique to
easy axis

a) b) C)

Fig. 4. Hysteresis loops in uniaxial crystals for K, Z 4K 2 and for oblique applied
magnetic fields.

reversible easy axis
rotation 20000

e 15000 TzO0K

10000

0 I) 180K

5000 290K
4 10

He~t 0 It 9 0

Fig. 5. Orientation of M. shortly before Fig. 6. Angular dependence of the nucle-
and after the spontaneous rotation ation field for Fe±4d2 B for dif-
under an oblique applied field. ferent temperatures taking care of

K1 , K and K 3 K d= 0.
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Here it should be noted that eq. (3.8) and (3.9) are approximate expressions which
are exact in the case where K2 . 0 (see Stoner and Wohlfarth 1948). An explicit
and precise expression for H mnir has been derived by Martinek and Kronmuller
(1990). Fig. 6 shows the angular dependence of HA as determined for Fe 1 4N,1 B at
different temperatures.

2. Inhomogeneous Rotation of the Curling Mode

The curling mode is characterized by vanishing stray fields Hd = 0, H8 = 0, i.e.,
volume charges, div M, -s well as surface charges, M. "n, both vanish. The
nucleation field follows from the linearized second order different~al equation

d20 1 dO 0
2A d - =0. (3.10)

r r r dr r2

For a cylindrical particle the solution corresponds to the Bessel function of order
one, and the nucleation field follows from the boundary condition, do/dr = 0, at the
particle surface r = D/2, which gives (Aharoni 1962)

HN_2K x  2A t"3.68] ,
HN = + D + 2 (3.11)

3. The buckling mode

The buckling mode combines the homogeneous rotation with curling. This leads
to a periodic distribution of alternating surface and volume charges which reduces
the stray field in comparison to the homogeneous mode. At small diameters this
mode has the same nucleation field as the homogeneous mode and at larger diameters
HN decreases according to a l/D/3-law, i.e., somewhat slower than for the curling
mode which decreases according to a l/D 2 -law.

4, SUPERPARAMAGNETIC PARTICLES

In small particles, in the nanometer range, M fluctuates between the two
opposite easy directions due to thermal excitations. The average lifetime, T, during
which M. according to Neel (1949a, 1949b) is oriented in one direction is given by

T Toe-Keffv / kT 
, (4.1)

where T denotes the magnetic resonance frequency, YHN, (y = gyromagnetic ratio)
of the particle of volume V. The energy barrier, KeffV, to be overcome by thermal
excitation corresponds to the maximum anisotropy energy of the heavy direction. For
uniaxial material we have

I

Keff = K I + K2 + K( 3 + - ( N L - N 1) M 2 "  (4.2)
2 (N - ')M

The lifetime T depends sensitively on the volume and the diameter of the particle.
For Kf f = 106 J/m 3 , T = 300 K we obtain 0.1 sec. for a spherical particle of
D - 2 nm, whereas for D 2.8 nm T increases to 108 sec. Obviously there exists a
very narrow range of diameters where the stability of the particles is lost. In the

case of hard magnetic materials with Keff > 106 J/m 3 T becomes larger than 10
years for particles with diameters > 3 nm. This diameter therefore must be
considered as the lower size limit for obtaining thermally stable permanent magnets.

Finally, it should be noted that in perturbed regions of lower anisotropies the
reversion of M. will be facilitated due to the reduction of the energy barrier.
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5. CRITICAL DIAMETER FOR SINGLE DOMAINS

In multidomain particles the magnetization process is governed by domain
displacements. If no pinning forces act on the domain walls the saturation field of a
particle may be written as

Hsat = N 9 M. , (5.1)

where N corresponds to an effective demagnetization factor describing the total
demagnetization field acting on a grain. If each grain of polyhedral shape is ideally
surrounded by its neighbouring grains which possess arbitrary easy directions, N 9
approximately is given by 41t/3. In the case where the easy directions occupy only
angles between 0 and 77 the inverse Lorentzfield of the polyhedral grain is partially
compensated by the demagnetizing field of the neighbouring grains, giving
Ng , 21t/3. Accordingly, the technical saturation field is expected to be given by

4n
Hsat = 3a, M. (5.2)

with 0.5 < g < I.
The existence of the internal stray fields also has some influence on the critical

size, Deit, for the transition between a single and a multidomain state. Comparing
the magnetic free energies of a single and a two domain particle the critical diameter
is found to be

D = (5.3)crit- 21t(2a - 1) M 2

9 a

where 7 B denotes the specific wall energy, -/B = 4 v AK 1 , and the effective
demagnetization factor of the twodomain particle has been put equal to 27T/3. It is of
interest to note that Dcrit may become rather large if a approaches 1/2. In fact such
an increase of Drit has been observed by Gr6nefeld (1990) in Fe1 4 Nd 2 B where we
expect Dcrit = 200 nm for a.= 1. Actually, Gr6nefeld has determined a critical
diameter of - 380 nm, i.e., twice as large as expected for free particles. Accordingly,
in grains which are embedded within an ensemble of grains Dcrit is increased which
has to be attributed to a = 0.75, i.e., N9 = 17. Here it should be noted that the
formation of the multidomain structure requires that the stray field overcompensates
the crystal field (see eq. (2.17)). In hard magnetic materials, however, this situation
never holds, and consequently once a grain is saturated the formation of reversed
domains should not take place. In contrast to this prediction, however, domain
formation is observed even at positive applied magnetic fields. This phenomenon.
known as Brom 's paradoxon (1945), is due to the existence of magnetically soft
regions where the local nucleation field is significantly reduced. The existence of
defect structures therefore plays a twofold role: Easy formation of domain patterns
and deterioration of hard magnetic properties.

6. NUCLEATION IN INHOMOGENEOUS REGIONS

The strong deviation of the coercive fields of technical permanent magnets from
the theoretical nucleation fields is, in general, attributed to microstructural
inhomogeneities of the grain surfaces (Durst and Krnmtiller 1988, Sagawa and
Hirosawa 1988 and Livingston 1987). Three types of such deteriorating
microstructures have been treated so far: Regions of reduced anisotropy, misaligned
grains and the effect of enhanced stray fields at sharp edges near normagnetic
precipitations. For a quantitative treatment of these problems we have to sol'e the
linearized micromagnetic equations witl" space dependent material parameters and stray
fields. The effect of reduced anisotropies in planar regions and of stray fields at
edges may be described by the modified nucleation field (Kronmiller et al.
1988a, b; Kronmiller 1987)
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~2K._
MB --- Kc a( - Neff * M (6.1)

where the three microsturctural parameters aK, ao and Neff take into account the
anisotropy deficiencies at the surface (aK) the misalignment of grains (a4 1 ) and the
enhanced stray fields at edges (Nff). All three parameters have been derived
quantitatively for special models.

The softening parameter Ku ¢ has been derived for a planar inhomogeneity of
width ro and a vanishing anisotropy in the centre of the inhomogeneity. For
narrow perturbed regions, 217r o > 5s, the nucleation field is given by
(Kronmiuller 1987):

rN =~ nrMN = 2tr. o € + H d - 2n M. (6.2)

where 5B corresponds to the wall width of the perfect material, 6
B = T/

/A/(K x I+ K 2 ) = t 50.

2. Tile misalignment parameter uap is obtained from (3.8) as the ratio (Kronmuller
et al. 1987)

H 1 (01) 1__________

= HN(O) ((cos 4)2/S +(sin p)2/1]3/2

+ 2K2 (tg 0)2/3 (

1 + K l + (tg4)2/3)" (6.3)

The minimum value of a41 is obtained for 0, = n/4

I K + K2 + K(Oqin -d(6.4)
_2 K 1 + Kd

Inserting (6.4) into (6.2) gives for the minimum nucleation field with Kd = 0

l = - Neff M. (6.5)N 4M, e B

Hlere we have introduced a fictitious wall energy "'7B = 4 /A(K, + K 2 ), and
an effective demagnetization factor Neff = (217 MB - lld)/Mn. Since eq. (6.5)
has a similar form as the relations derived for the pinning of domain walls at
planar inhomogeneities it has been suggested (Livingston 1987) that (6.5) and
the corresponding expression for domain wall pinning have the same origin.
Here it should be noted that domain wall pinning always requires the
formation of domain walls by a nucleation mechanism. However, it has been
shown in detail (Kronmiiller et al. 1988) that the pinning coercive field in
high quality sintered magnets is always smaller than the nucleation field and
consequently the magnetic hardening is governed by the nucleation field.

3. The effective demagnetization factor Neff has been determined for a prisma of
quadratic cross-section as a function of the edge length L (Gronefeld and
Kronmtiller 1989, Schmidts and Kronmtiller 1990). At the coiners of tile
prisma the magnetic stray field has a logarithmic singularity inducing an
inhomogeneous distribution of M.. Fig. 7 shows the spin distribution in the
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upper right corner of the square for three different states: Hext = 0, the
udercritical state just before reversion of M and the magnetic state just after
reversion of N4. It is an important result of these selfconsistent numerical
solutions of the micromagnetic equations that the reversion of M. does not take
place locally with a successive reversible expansion of the nucleus. In spite of
the strongly inhomogeneous magnetic state there seems to exist only one
unique nucleation field which is shown in Fig. 8 as a function of the edge
length L of the prisma for Fe 4Nd 2 B. The broken line corresponds to the
crystal field 2K,/M and the full horizontal line to 2K,/M + 217 M,. Fig. 9
shows the numerically determined Ner,/ 4 n which were obtained by comparing
the ideal crystal field, 2K,/M., with the actual nucleation field of Fig. 8
(Schmidts and Kronmuller 1990). In Fig. 8 we have included experimental
results showing that the H, values lie throughout by a factor 2-3 below the
theoretical prediction. It is an interesting result of these calculations that in
particles with edge lengths < 20 nm the demagnetization field plays a minor
role.

!T T T7 TT1TrIt7t 7
T T~~ TrTillsl

T tVT 1 T ! TTTTT

1It I text

fill: t TT1!,T,, II I Li1 Li1TT 71tttTI TTT T TT TIa) " " 'TT1)tTl I! I IT

a) ~~1 111H b)c) khik11 ii' i

Fig. 7. Distribution of magnetization in the upper right corner of a parallelepiped of
quadratic cross-section (Fe1 4NdB), a) H = 0, b) Undercritical state, H =

54.6 kOe, c) Reversed magnetic state, H = 54.7 kOe.
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Fig. 8. Nucleation field of parallelepipeds as a function of edge length L (-)
2K,/M s (---) • 2K,/M s + 2niM s (horizontal line). Experimental results:
(+) Croat et al. (1984), (x) Gr6nefeld and Kronmuller (1988). (0) Hadji-
panayis and Kim (1988), (0) Durst and KronmUller (1987), (a) Sagawa et al.
(1984), (0) Martinek (1988).
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Fig. 9. Effective demagnetization factors of parallelepipeds as a function of edge
length L. Experimental results: (Y) Gr6nefeld and Kronmiuller (1988), (x)
Martinek (1988), (0) Durst and Kronmuller (1987), (0) Kiss et al. (1989).
L < 5 gzm rapidly quenched material, L > 5 gi sintered magnets.

7. DISCUSSION

7.1 Magnetization Processes in Sintered Magnets

Presently, it is generally accepted that in sintered permanent magnets the
magnetic hardening is governed by the nucleation mechanism. In particular, this
situation holds for Ba-Sr-ferrites, CoSm and Fe14Nd2B, whereas in precipitation
hardened Co,7Sm2 -type magnets the pinning of domain walls at the phase boundaries
is predominant. The determination of the dominant hardening mechanism in general
is not possible directly because as demonstrated by Fig. 2 the discrepancy between
the technically achieved H.-values and the theoretical values is quite appreciable.
Three different experiments can be performed to distinguish between nucleation and
pinning hardening:

I. Measurements of the Coercive Field of Minor Hysteresis Loops as a Function

of the Maximum Applied Fields

In the nucleation hardened magnets as Co Sm and Fe14Nd2B where the
domain walls are not pinned the magnetic field required to saturate the
coercive field is a factor of 3-4 smaller than the coercive field itself (Fig. 10).
the saturation field for H. corresponds just to the demagnetizing field of the
individual grains, Hsat = Ng " Ms. The measured saturation fields of
5000 - 7000 Oe are compatible with N - 4n/3 (see chapter 5).

In pinning magnets the magnetic field required to saturate H, corresponds
just to H, as demonstrated by Fig. I I for a processed Sm(Co, Cu, Fe, Zr) 7 .6
magnet (Durst et al. 1988).

2. Temperature Dependence of the Coercive Field

The temperature dependence of H is a rather complex property because it
is not only determined by the intrinsic material parameters (K t , M,) but also
by the microstructural parameters cnKU,  ao and Nefr The temperature
dependence of Hc of several FeNdB-based magnets has been successfully
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analysed using eq. (6.1) with ad, = a' (eq. (6.4)). For determining nKu
, ca

and Ne., the following plot has been applied

HM vs (2K/M,) act in 4 . (7.1)

The left hand side presents the experimental result and the right hand side
corresponds to the theoretical result containing only ro as a fit parameter. From
the straight lines obtained for the above plot for optimized ro values in
addition N.,f can be determined. Fig. 12 shows the Hc/MA plot over a wide
temperature range for three types of magnets. In all three cases the width 2ro
of the magnetically softened surface region was found to range between
8-30 A. The numerical values for Neff vary between 5.6n and 7.2n. Comparing
these values with our results presented in Fig. 9 for Neff of sharp edges, it is
evident that these experimental results are compatible with the model
developed in chapter 6.

20 - Fe 77 Nd 50 B8

Ai
0 Hc [TJ 

F97~I5
Fe' , Nc 2 B

FedeNdtBg
10

05

7=285K
0

0 05 10 15

goHHfT--

Fig. 10. Field dependence of H(H ) of minor hysteresis loops of nucleation har-

dened permanent magnets.
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0 I 2 3 4 5
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Fig. 11. Minor hysteresis loops of processed Sm (Co, Cu, Fe, Zr)7 , measured at
T =285 K (Durst et al. (1988)).
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Fig. 12. Test of nucleation mechanism by plotting HC/MS vs. (2K/M)ozka .i for
magnets of Vacuumschmelze, Sumitomo and the Max-Planck-Institut.

3. Domain Patterns

Studies of domain patterns by means of the magneto-optical Kerreffect
clearly show that in the thermally demagnetized state nearly each grain develops
a domain structure (Fig. 13). Applying a magnetic field technical saturation is
observed at H.at - (4n/3)M,. The demagnetizing behaviour of each grain,
however, has been found to depend sensitively on a critical field HK < Hsat .
For applied fields Het < HK some small magnetic nuclei remain conserved
within edges of grains either by domain wall pinning (Givord et al. 1986) or
by strong demagnetizing stray fields. As a consequence, demagnetization of
such grains takes place at positive applied fields as demonstrated by Fig. 13c.
If the applied field exceeds HK the grain remains a single domain particle
down to the negative nucleation field H, which is governed by surface
deterioration, misalignment and local stray fields. Fig. 14 gives a review over
this different behaviour of a grain showing that the critical field HK in
addition to H, represents a further characteristic magnetic property of the
grains.

7.2 Rapidly Quenched Magnets

Since the first discovery of rapidly quenched Fe 1 4Nd 2 B magnets (Croat 1984,
Lee et al. 1985) it has been a matter of controversy whether the magnetic
hardening in these systems occurs by a pinning or a nucleation mechanism (Pinkerton
and van Wingerden 1986, Mishra and Lee 1986, Hadjipanayis and Kim 1988,
Hadjipanayis and Lawless 1985). The observation of domain patterns in rapidly
quenched material by transmission electron microscopy (Mishra 1986) has been taken
as a proof that we deal with a domain wall pinning mechanism. On the other hand,
Durst and KronmUller (1987) have shown that the temperature dependence of Hc
obeys relation (7.1) as the sintered magnets where the nucleation mechanism holds.
Plotting Hc/M. vs (2K /M ) in leads to a linear relation with the microstructural
parameters ocK 0.8 and Neff  3n (Gronefeld 1990). This result may be taken as a
support of the nucleation model. For a further analysis of the nucleation behaviour
of rapidly quenched magnets the initial magnetization curves and hysteresis loops
have been studied for different grain sizes. Fig. 15 shows initial magnetization curves
of Fe 76 Nd 1B 9 -ribbons for different substrate velocities. For the quenching velocities
of 5, 14.1 and 21.6 m/s the average grain diameters were 0.1 gm, 400 nm and
100 nm. Therefore, in the low velocity material we are dealing nearly exclusively
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with multidomain grains whereas the high velocity material contains mostly single
domain particles. Accordingly, the magnetization curves are composed of two regions:
A low field region below 400 kA/m where the magnetization occurs by domain wall
displacements and a high field region around 2000 kA/m where the magnetization
takes place by the reversion of M within the grains by a nucleation mechanism.

Fe4Nd B4

b 4-• ,; A-& -

Fig. 13. Sequence of domain patterns in an aligned Fe 7 7Nd6B6 permanent magnet
and varying magnetic fields. a) ioHext= 0 Tesla (thermally demagnetized state)
b) goHext = 1.4 Tesla (technically saturated state), c) goHex t = 0.4 Tesla
(nucleation of reversed domains).

With decreasing grain diameter the second region of the magnetization curve grows at
the expense of the low field region. Once a material is saturated the coercive field
turns out to be nearly independent of the distribution function of grain diameters
because after magnetic saturation the grains behave as single domain grains and
reversion of M. then requires the nucleation field as demonstrated by Fig. 16. For a
further cjnfirmation of the above model a thermo-magnetic experiment has been
performed. After thermal demagnetization the specimen was cooled down to 77 K.
Due to the increase of the wall energy at lower temperature the critical diameter,
Dcrit, for single domain particles increases (eq. (5.3)) and consequently some of the
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grains transform from multidomain into single domain particles. Accordingly, the
high field magnetization region grows as shown in Fig. 17 for the so-called MQ IIl
material and the Fe 7 6Nd 1 5 B9 -ribbon quenched with v = 14.1 m/s. Fig. 18 shows the
magnetic polarization as measured at RT at H = 700 kA/m for an MQ III magnet
after cooling down to a temperature To below RT. It turns out that the main
decrease of the magnetic polarization takes place at the so-called spin reorientation
temperature, T. = 135 K, i.e., where n starts to lie on the easy cone. This leads to
a reduction of the magnetic stray fields acting between the grains (decrease of ag in
eq. (5.3)) and therefore to a decrease of the magnetization in the low field region.

IoF

7-7

a) -08 b)' 28 0 4,1, 0 W 0,14 LIE

Fig. 14. Demagnetization curves of FeNdB and the development of domain patterns
after different applied external fields: a) Hext > H K, b) Hext < H K (Maki et
al. (1989)). B o o ... .. .... .... .... .. . o

400 MO

d linT]l .

600o

400

14.1

200
21.6

C0  1000 2000 HN/nH- [kA/ml

Fig. 15. Initial magnetization curves of Fe76Nd, Ba-ribbons quenched with different
substrate velocities (p = ribbon produced with polished wheel side with
v. = 5 m/s). The magnetization due to reversible rotations of the recoil
curve has been subtracted.

The arguments presented so far clearly show that in rapidly quenched materials
the nucleation model gives a far more consistent interpretation of the magnetic
properties than the domain wall pinning model. This latter model also runs into
principle difficulties to give an explanation for the existence of domain walls running
from one grain to the other if these grains are magnetically decoupled by a
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He, [MAIm

Fig. 16. Hysteresis loops in the first-third quadrant showing that the saturation field
is comparable to the coercive field.
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Fig. 17. Initial magnetization curves measured immediately after thermal demagnetiza-
tion and after cooling the sample to 77 K. Magnetization curves measured at
100°C and for MQIII at 0°C. Scale for MQIII in brackets.
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Fig. 18. Magnetic polarisation of an MQIII magnet measured for 273 K at 700 kA/m
as a function of cooling temperature T o. Tp = spin rotation temperature.
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nonmagnetic Nd-rich phase. The existence of "domains" therefore can only be
considered as a consequence of the dipolar coupling between the grains which prefer
a parallel alignment of the magnetization of neighbouring grains. The macroscopic
stray field then is responsible for a domain type long-range arrangement of the
single domain particles.
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MICROMAGNETIC APPROACH TO MAGNETIC HYSTERESIS

R. H. Victora

Mass Memory - Research Laboratories
Eastman Kodak Company
Rochester, NY 14650-2017

Two types of calculations for hysteretic phenomena are described. The first uses a
detailed treatment of the relevant interactions, applied to samples of known microstructure, to
predict hysteresis loops in unprecedented agreement with experiment. The second deduces the
time dependence of switching fields in the region of weak thermal fluctuations.

I. INTRODUCTION

Hysteresis is one of the primary manifestations of ferromagnetism, and the consequent
experimental and theoretical attention has provided considerable qualitative understanding.
Nevertheless, many of the proposed explanations are incomplete or contradictory, and it is
clear that the development of quantitative theories is of crucial importance for further progress
in this field. However, quantitatively accurate predictions from measurable microscopic input
are quite difficult for a variety of experimental and theoretical reasons. 1 Accurate character-
ization of grain boundaries, segregated areas, dislocations, and other irregularities is
problematic and the results can vary widely from sample to sample. Many phenomena depend
on microscopic nucleation or pinning effects in combination with macroscopic forces.
Thermal fluctuations can lead to strong time and temperature dependences. Finally, the
magnetostatic interactions and, to a lesser extent, quantum mechanical exchange, make this a
many-body problem.

Despite these difficulties, several prominent advances have occurred. In 1948, Stoner and
Wohlfarth 2 introduced a particulate theory that assumed coherent rotation of the particle
magnetization and neglected interparticle interactions: The approach provided order-of-
magnitude estimates for coercivities and is still frequently used to gain approximate
understanding. The problem of incoherent rotations has been subsequently examined in an
idealized form by several authors;3 interactions were successfully treated by Hughes 4 in his
calculations for CoP thin films. Thermal fluctuations were examined by Ndel5 who introduced
a simplified model in which the energy barrier is proportional to (AH) 2 where AH equals the
difference of the applied field and the nonthermally assisted switching field. These papers,
while not achieving a demonstrated quantitative accuracy, have provided a solid foundation
for further theoretical development.

Reported here are two recent calculations that use micromagnetic principles to make
quantitative predictions for measurable macroscopic properties. In the first section, hysteresis
loops for several thin films are predicted 6,7, using only microstructural properties as input,
which demonstrate close agreement with experiment. The second section describes the deriva-
tion8 of a relationship between switching fields and measurement time; exponents -ire predic-
ted for two phenomena that should be measurable. The paper ends with a short conclusion.
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11. HYSTERESIS LOOPS IN WELL CHARACTERIZED THIN FILMS

In this section, attention will be focused on three thin films consisting of long columnar
grains separated by substantial grain boundaries. Two of these films are composed of CoNi
and possess crystalline anisotropy axes directed along the grain direction. In the third sample,
composed of CoPt, the anisotropy axis points at an angle of 28' from the film plane with the in-
plane projection randomly distributed from grain-to-grain. A summary of film properties is
presented in Table 1; additional information regarding the film microstructures can be
obtained in refs. 6, 7, and 9.

For calculational purposes the thin film was divided into cells that contain a number of
complete grains. These cells were linked by periodic boundary conditions, and several sizes
ranging from 3 x 3 to 12 x 10 grains were used. A variety of grain-boundary patterns, including
one taken directly from an electron micrograph, were used; results were found to be insensitive
to the precise pattern provided that the average grain size, inclination angle, and the proportion
of grain boundary were correct. Each grain was then divided along its major axis into
segments such that each segment was approximately cubic.

Magnetostatic interactions between all segments are included. For closely neighboring
segments, the interaction tensor for each pair of segments is calculated by a finite-element
integration. 6. 7 For more distant segments, the interaction is included through a mean field
approximation.

The quantum-mechanical exchange parameters of Co and Ni can be calculated 6 from
spin wave dispersion data. Alloy values can be obtained by scaling the bulk results (see Table
1). It is found that the results of the calculations reported here are not overly sensitive to the
precise value used. Quantum-mechanical exchange between grains is neglected owing to its
expected small value.

The total anisotropy of the thin film may be calculated from torque magnetometry.
However, the shape contribution to this due to demagnetization fields may also be calculated for
each particular arrangement of grains. The difference is, of course, the crystalline anisotropy,
which becomes an effective field in the calculations. The crystalline anisotropy for the CoNi
samples is much smaller than the shape anisotropies; the CoPt sample shows the reverse situ-
ation (see Table 1).

The Landau-Lifshitz-Gilbert equations are believed to give an adeq'aate description for
the time development of the magnetic moment in the case of fixed magnitude.' 0 1 This
requirement is fulfilled for the small exchange-coupled segments of the CoNi thin films: it is a
useful approximation for the larger CoPt segments. Each segment is assigned a magnetization
vector i, which moves according to:

dM 1+.2 MxH+ -V Mx(M2xH ) (1)
dt l+a 2  1+0a2

Here, A includes the applied magnetic field, the magnetostatic interaction fields, the
anisotropy fields, and the exchange field. The gyromagnetic ratio y is arbitrary for the nearly
static phenomena described here. Calculations have been performed using various values of
the damping parameter a. It is found that the results for the CoPt sample exhibit some depen-
dence on the value of a: we therefore use the physically realistic value of 0.1. The CoNi
samples do not exhibit this dependence; the calculations are therefore executed at the economic
value of 1.0, which eliminates much of the precession of the moment. The temporal integration
of eqn. 1 is conducted using a fourth-order Runge-Kutta scheme.12

Microscopic domain nucleation sites play a major role in magnetization reversal of
many materials. Inclusion of these various sites, many of them of unknown nature would be
quite difficult in a calculation of this scale. Instead, our treatment is based on the expectation
that the nucleated domain can easily grow until it reaches a grain boundary or the
magnetostatic shape effects of the sample become large. Thus, to simulate the effects of domain
nucleation for the CoNi samples, a single segment within each grain is flipped along the
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Table 1. Sample Characteristics

Sample 1 11

Composition Co8oNi 20  Co 8 oNi 20  Co73 PtZ7
Properties of film

Saturation magnetization (emu/cm 3 ) 660 575 840
Magnetic fraction 0.54 0.47 0.84

Properties of grains
Angle relative to normal (0) 50 60 0
Saturation magnetization (emu/cm 3 ) 1220 1220 1000
Average radius (A) 130 100 280
Geometrical anisotropy (ergs/cm 3 ) 4.7 x 106 4.7 x 106 3.1 x 106
Crystalline anisotropy (ergs/cm 3 ) 0.5 x 106 0.0 x 106 4.0 x 106
Exchange parameter (ergs/cm 3 ) 1.32 x 10- 1.32 x 10 6  1.60 x 10 6

Coercivities
Experimental perpendicular (0e) 2100 1710 2800
Theoretical perpendicular (0e) 2100 1700 2400
Experimental longitudinal (Ge) 1350 960 2200
Theoretical longitudinal (Ge) 1500 1100 2400

direction of the applied field and this reverse domain is allowed to grow or decay without further
intervention. Once equilibrium has been reached and a new external field applied, the process
is repeated. No provision for domain nucleation could be made in the CoPt calculations because
the grain and segment sizes are too large.

Table 1 shows the theoretical and experimental values of the coercivity for both the longi-
tudinal and perpendicular directions. The worst discrepancy occu-s for the CoPt sample with
an error of about 15%. The average error is approximately 7%. Calculations performed using
the common noninteracting, coherent-rotation model of Stoner and Wohlfarth 2 produce
coercive forces 2-4 times larger than experiment. Clearly, the theoretical approach described in
this paper produces coercivities in excellent agreement with experiment for these materials.

This same level of agreement is found for the general hysteresis loop shape; in particular,
theory predicts squarenesses, closure points, and energy products that typically match experi-
ment to within 10%. Physically, it is found that CoNi longitudinal loops switch by domain
nucleation and propagation and perpendicular loops switch by coherent rotation mechanisms
within each grain. CoPt switching mechanisms tend to be more complicated; avalanche
switching is common in the longitudinal loops. Complete hysteresis loops and additional
details of the switching process may be found in the original references. 6 ,7

IIL PREDICTED TIME DEPENDENCE OF THE SWITCHING FIELD

The preceding section demonstrated that rigorous theoretical predictions for hysteresis
can be made for a sample that is well-characterized and in which detailed understanding of the
thermally activated processes is not necessary. Frequently, the opposite is the case: for these
situations, scaling relationships relating two or more physical variables can be very useful.
This section will provide a derivation of such a relationship between measurement time and
switching field in the case where the height of the energy barrier to thermal fluctuations is
much greater than kBT. This corresponds to the physically and technologically interesting
case of measurement frequency much less than the attempt frequency and is the situation
usually considered. It implies that to a high degree of accuracy, a Maxwell-Boltzmann distri-
bution occurs in the neighborhood of the switching point. 13 This means 5 that the probability of
switching is given by

P = Aeexp(-AE/kBT) (2)
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Here, T = measurement time, AE = energy barrier, and A is the attempt frequency, which is
approximately 109 Hz. Actually, A depends on the applied field; however, in the conditions
con.sidered here (AE>>kBT), this corfru.Lion to t is extremely weak in comparison to the AE
contribution and will be neglected.

We begin the derivation by considering the sample, consisting of numerous small areas
of magnet-zation all interacting vith each other both magnetostatically and through quantum-
mechanical exchange, to be subject to an applied field H with the nearest high frequency (i.e.,
without thermal fluctuations) switching field labelled Ho . We are interested in the limit where
thermal fluctuations are weak relative to the magnetostatic effects determining the switching
fields. This permits ' Taylor expansion about the state at H = HO *- the applied field AH =
Ho - H and the niwerous variables Ai = 0 - 0o representing the magnetization degrees of
freedom. The expansion is carried to third order. The first order terms, except for the AH
dependence, are all equal to zero because the system is in a local minimum. The matrix of
second derivatives is diagonalized to obtain the normal modes of the system. Henceforth, the
problem shall be addressed in terms of these normal modes:

Api = iAJ(3)

Note that these normal modes 3 not usually represent the motion of a single grain's
magnetization; typically, though, they will be localized.

The second derivative of the energy with respect to the normal mode (or modes)
corresponding to H = Ho will be zero. This is a conseq,.... e of the definition of a switching
point: the point where a neighboring minimum and maxiaum meet. The assumption will be
made that thc third derivative with respect to the normal mode does not vanish. There are
certain highly symmetric situations where this is not true; for example, the axially symmetric
situation examined in the Ndel model 5 exhibits a third derivc ,re k qual to zero. However, the
usual physical situation is not symmetric and the third derivative cies exist. The same phys-
ical intuition also prompts us to ignore the possibility of accidental degeneracies and thus
simplify the analysis by considering a single switching mode.

The energy expansion may now be written:

1 82  a2EE = Eo - -1 AH E+--i) E .A, )AH
Ho 2 . ap i - i (Ai )(AH)

+ 1 k i ( A i )(AIj (A k ) - 11 I L (AHM. P3)(A;)+O(AH) 2  (4)i~k aiapjl 10a l(4)

Here we have anticipatpd our answer and not listed the higher order contributions (AH) 2.
Determination of the various modes' contributions to the energy is accomplished by findin- the
extrema of eqn. 4 and solving for the Api. It is found8 that the lowest order contribution is given
by the switching mode. The values of this mode at the two neighboring extrema (local
minimum and local saddle that the magnetization must , ross to switch) is given by:

Af3. + 2AH2L-JIaE 4 O(AH) (5)
_ 8jISH a/ 3

The height of the barrier is given b) "nsertiig the values of Aos,into eqn. 4 to yield:

AE = (AH) 3 /2 321 [)/ I3
ap"CH ap3 IJ(6)
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Thus one concludes:

kBTln(2At) = C(AII) 312  
(7)

where C is the scaling constant contained within the square root of eqn. 6.

This result affects the predictions of a number of previous papers which based their
analysis upon the (AH) 2 dependence described in Ndei's simple model. Most obviously, the
effect of time in relaxing a system changes from a (ln(2A)) 1 2 dependence to a (ln(2AT)) 2 3

dependence. Less obviously, the energy barrier preventing fluctuation-induced switching will
tend to be larger than the Noel result for a given AH. This will lead workers to claim lower
effective switching volumes based on their measurements. A particular interesting change
will be found in the prediction of Charap 14 for the maximum rate of low temperature magneti-
zation decay normalized to the saturation magnetization. Using Noel's model, he obtained
approximately a T 112 variation by assuming a Lorentzian switching field distribution; the new
result would be T2J3 .

Experimental verification of these predictions would obviously be desirable. It is easy to
show that the experimental measurements of Oseroff et al.15 for coercivity as a function of time
(their Fig. 4) fit a (AH)3 2 dependence very well. (The comparison is made for the five swept
field points since this avoids their discrepancy as they move to a "jumped" field.) However, a
(AH) 2 dependence cannot be ruled out. An accurate determination of the exponent by this
method may require several measurements at still higher frequency. Alternatively, it may be
possible to exploit very low temperature measurements of the maximum magnetization decay
rate to test the T213 dependence discussed in the previous paragraph. Here, special care must be
taken that the applied field and temperature are very constant. This measurement was
attempted by Tobin et al. ;16 unfortunately, their data are too scattered at the lowest temperatures
to reliably fit an exponent, and a fit to higher temperatures shows a strong dependence of the
exponent on the cutoff temperature.

IV. CONCLUSION

Two theoretical attempts to predict hysteretic phenomena have been described. The first
involved a detailed calculation, for three thin film samples, which included incoherent
rotation of grain magnetization and complete magnetostatic interactions. Input to these
calculations came from a detailed knowledge of the sample microstructure drawn from sources
such as electron microscopy. The accuracy of the calculational method and experimental input
permitted quantitative predictions for hysteresis in unprecedented agreement with experiment:
the longitudinal and perpendicular loops matched experiment to within 15%.

The second calculation featured a derivation of the relationship between measurement
time and switching field in the limit of weak thermal fluctuations. The predicted (AH) 3/ 2

dependence differs from the commonly used Ndel model's (AH) 2 dependence: this is because
the Ndel model is derived for a special case of high symmetry that is usually not applicable.
The new relationship implies that the maximum magnetic viscosity at low temperature should
exhibit a T213 dependence and that phenomenologically obtained switching volumes are
actually smaller than previously thought. Several of these predictions offer opportunities for
experimental testing.
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MAGNETIC HYSTERESIS IN DISORDERED MAGNETS

C. M. Soukoulis

Ames Laboratory and Department of Physics
Iowa State University
Ames, Iowa 50011, U.S.A.

By studying the evolution (with field H and temperature T) of the free energy surface,
we numerically calculate various history-dependent magnetizations for Ising, and Heisenberg
spin glasses as well as for nondisordered ferromagnets. Only the simplest mean-field (MF)
approximation to the free energy functional F[ (mi}] (where mi is the thermally averaged spin
at the ith site) is studied. We have calculated hysteresis loops which compare favorably with
experiment for a variety of situations and make predictions for additional hysteresis effects.
The close correspondence between our theory and experiment supports the hypothesis that on
intermediate-time scales the behavior of spin glasses is primarily determined by the properties
of the free-energy surface: Irreversibility occurs when minima of F are destroyed with
changing H or T.

I. INTRODUCTION

In the last few years, theoretical and experimental studies of spin glasses and random
fields have been increasingly concerned with nonequilibrium and time-dependent effects.
Early theoretical treatments on the spin glass problem were based on the presupposition that
a thermodynamic phase transition existed. However, shortly thereafter, experiments 2 ,3

provided clear evidence that at low temperatures, the dc magnetization and other properties
were time- and history-dependent. Therefore, an equilibrium thermodynamic approach
seems to be inappropriate. This failure of equilibrium thermodynamics is presumably
connected to the breakdown of ergodicity. The spin glass and the random field do not
sample all accessible states in the time of a laboratory experiment.

There have been a number of theoretical approaches aimed at dealing with these
nonequilibrium effects. These have built on either dynamical4 ,5 or replica symmetry
breaking concept. 6 Our own work 7-11 has focused on nonergodicity in spin glasses 7- 10 and
random fields Iand is based on the assumption that for intermediate time scale experiments
the spin glass or random field is contained within a local minimum of the free energy surface.
As the magnetic field or temperature changes, this surface evolves; the spin glass or random
field follows the evolution of a given-minimum as long as it persists and when it disappears,
the system hops to a nearby minimum in which it is trapped for some period of time. The
results obtained numerically by following the evolution of the free energy surface yield
various history-dependent magnetizations, hysteresis loops, and phase diagrams which are in
good qualitative agreement with experiment. In this paper, we will review the essential
aspects of this work, with emphasis on the effects of different anisotropics on the shape of
the magnetic hysteresis loops.

Our techniques are amendable to a treatment of Heisenberg 8 as well as Ising 7 spin
glasses. For spin glasses, in the Heisenberg case, we have been able to study the effects of
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various kinds of anisotropy on the history-dependent magnetization for large-size systems.
Within conventional simulation techniques, such studies have not been feasible because of
computational limitations.

II. FREE ENERGY SURFACE

In order to study the properties of spin glasses random-field systems, and in general,
any disordered system we numerically solved -11 the self-consistent equations aF/dmi = 0
where F[mil is the free energy surface and mi = <Si>, where < > stands for a thermal
average and Si is the spin at site i.

As in most theoretical descriptions of spin glasses, we consider a Hamiltonian in
which spins are located at all sites and the nearest-neighbor exchange interaction Jii is given
by a Gaussian probability distribution P(Jij) of width J and mean JO. In that follows, T. H,
J0 , etc. will be measured in units of J; we also take the magnetic moment gtB = 1. The
general energy functional F[mi] can be written within the mean-field theory as

Ff[m] = I .Y. Jijmimj - kBT In sinh(S+l/2)Hi

2 i sinHJ2 (1)

Here Hi = 1 Jijmj + 3H, 1 = 1/kBT and -S < mi < S, where S is the magnitude of the
J

spin.

We solve iteratively the self-consistent equations derived from DFm/Dmi = 0. We
consider [mil to be converged, when

'i[mi - 1 < 10-6,

, m)2 (2)

where the superscript n denotes the nth iteration. After a solution is found at a particular H
and T, we follow the minimum with H or T, using the previously converged values as the
initial guess. It is important to note that iteration generates only minima. We have verified
that minima are not lost due to numerical artifacts. We always varied H and T according to
the experimental prescription and in this way generated fc and zfc magnetizations as well as
hysteresis loops.

In addition to Ising spin systems, it is rather easy to study vector spin models as well
as using this method. This case is of considerable interest, since it allows us to study the
effect of anisotropy. The anisotropy terms in the Hamiltonian are given by

H A = -X~iD(SZ )2 - _ ijDj. (SixSj). (3)

Here the first and second terms correspond to uniaxial and Dzyaloshinsky-Moriya 1 2 (DM)

anisotropy, respectively. The limit D - -00 corresponds to the x-y model and D - 00, the
Ising model. We assume that the coefficients D' = -D.iP[DYJ = 5(D'+ D). T h e

ii p1 jU i

parameters D and D' are chosen as variable parameters, in our numerical studies. The
generalizations of the mean field equations for the Heisenberg model are straightforward and
given in Ref. 8.

We always varied H and T according to the experimental prescription and in this way
generated field cooled and zero field cooled magnetizations, hysteresis loops, as well as
phase diagrams.
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III. SPIN GLASS RESULTS

Based on our numerical work, our most general observation, about the way in which
the free energy evolves with H and T, are as follows:

1) A free energy minimum never disappears upon cooling.
2) Below Tc(H), a minimum will generally disappear upon heating, [unless the

minimum was obtained by a cooling procedure].
3) For T < Tc(H) minima appears to be continuously created as well as destroyed,

upon changing H, by small but finite amounts.

There is thus a directionality associated with the way in which the surface evolves
with T. At high T, there is only one minimum in F[mi], whereas at low T the number of
minima is very large. Therefore, it is not surprising that as T increases minima are
destroyed.

Zero field cooled states (zfc) were obtained by cooling in zero H from high T to zero
temperature. To measure the magnetization, M, a field was applied after cooling to the
lowest T. The T dependent magnetizations Mzfc are then obtained by warming from low T as
in the experimental procedure. The field cooled (fc) magnetization obtained upon cooling at
constant field H * 0. These fc states were always found to have the lowest free energy for a
given (H,T). They were also completely reversible with T. Therefore, our results support
the claim that the fc state is the most likely candidate for the true equilibrium state for a spin
glass system. We also find that magnetic hysteresis is found when H is changed, in either
direction, at constant T. Changing H always leads to magnetic hysteresis below Tc(H). We
find that magnetic hysteresis is very sensitive to the parameter J0, the center of the Gaussian
for the random variables Jij. The larger the tendency towards ferromagnetism, the sharper
the magnetization reversals. Our results7 ,8 for J0 * 0 are qualitatively similar to the more
concentrated AuFe as well as CuMn hysteresis loops which show sharp magnetization
reversals. The effect of increasing the spin value S is to narrow the loop slightly and to
position it more vertically around the origin.

We have also studied the Heisenberg model8,9 with and without anisotropy. The
essential difference from the Ising case is that M is now a vector and the mean field equations
are slightly more complex, particularly in the presence of uniaxial anisotropy D. A very
striking result of our calculations is that in a short-range isotropic Hersenberg spin glass,
there is no macroscopic irreversibility. The field cooled magnetization, Mfc, and the zero
field cooled magnetization Mzfc are equal for all T. The introduction of anisotropy produces
several interesting effects. Not too surprisingly once anisotropy is introduced, we find that
the temperature dependence of Mfc and Mzfc are qualitatively similar to those found for the
Ising model. The fc and zfc magnetizations split at roughly the T at which Mzfc has a
maximum. We find that both the presence of either Dzyaloskinsky-Moriya or uniaxial
anisotropy lead to irreversibility. Hysteresis loops exhibit sharp jumps at constant H, only
when the microscopic anisotropy and a ferromagnetic tendency J0 are present. This produces
results for the magnetization which are qualitatively in agreement with the experimental
results for CuMn. We also observe that displayed loops ,9 which are observed in many
systems are present only when Dzyaloshinsky-Moriya interactions are present, but not for
uniaxial anisotropy. We have also found evidence that the inifinite-range 10 Sherington-
Kirkpatrick model for isotropic Hersenberg spin glass is irreversible. For this model, both
the number of minima and, more importantly, the size of the barriers between them increase
very rapidly with the size of the system. Thus, it becomes more difficult for the system to
minima hop and the system shows irreversibility.

IV. RESULTS FOR MAGNETIC HYSTERESIS CURVES

A. Ising Case

There is an abundance of data on magnetic hysteresis effects in spin-glasses. 13 -16

Qualitatively, the results are of two types. The hysteresis loops 16 seen in (dilute) AuFe are
smooth and continuous as functions of H. By contrast, more concentrate AuFe,it, as well as
CuMn and AgMn alloys show sharp magnetization reversals in magnetic hysteresis. 13.15 In
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Mn-containing spin-glasses, one also sees the so-called "displaced loops" obtained under
certain circumstances in field-cooled measurements. Such effects are not seen in AuFe.
Monte Carlo simulation results are rather scarce. We are only aware of one result by Binder
and Kinzel 1 7 which yielded a characteristic (dilute) AuFe-type loop for an Ising 80x80
system. In this section, we discuss hysteresis loops obtained in a variety of different
situations. We find the parameter to which the magnetic hysteresis is most sensitive is Jo, the
center of the Gaussian. The larger the tendency toward ferromagnetism is, the sharper are
the magnetization reversals. However, for Ising spins, displaced loops are never found to be
present. This situation is to be contrasted with that obtained for Heisenberg spin-glasses, 8

with Dzyaloshinsky-Moriya 12 anisotropy; in this case (as will be discussed in the following
chapter) displaced loops will appear under the appropriate circumstances.

It should be emphasized that in our calculations magnetic hysteresis arises directly
from the behavior of the free-energy surface. As H changes, a given minimum of the free
energy becomes unstable and the system hops to a nearby state. The fact that the new
minimum at H + AH has nearly the same magnetization as that at H leads to a very gradual,
smooth hysteresis curve. This behavior is characteristic of Ising spin-glasses, with J0 = 0.
While we believe the shape of the hysteresis curve reflects primarily the character of the
various metastable states in spin-glasses, it is clear that there are also time-dependent or
relaxational effects which may play a role. Presumably, these are most clearly evident
experimentally when the hysteresis loop is not well closed.

In Fig 1 are plotted two hysteresis loops corresponding to S = 1/2 and 5/2, for an
Ising system of lOxOxlO spins. In these two cases, for convenience, the loops were
obtained by slowly decreasing the field from the high-field limit (H = 2Tc) to an equally large
(in magnitude) negative field and then closing the loop. (Here Tc 1.125J and 13J for S =
1/2 and 5/2, respectively.) At the highest fields, the magnetization assumes a unique value,
so that the resulting loop is independent of the way it was generated. This is not the case for
smaller field sweeps. As may be seen from Fig. 1, the effect of increasing S is to narrow the
loop slightly and to position it more vertically around the origin. In Fig. 2 is plotted an
experimentally measured hysteresis loop for AuFe. The data, which are taken from Ref. 15,
are in qualitative agreement with the Ising model results and with Monte Carlo simulations. 17

The similarity of results obtained in the two different theoretical approaches is not surprising
since the calculations were performed at reasonably low T.

1.0-- .

T = 0.3 M 0.6 ,

0.4- Y

-2.0 - 1.6 -1.2 -0. 8 -0.4 * *

/ /.* 0.4 0.8 1.2 1.6 2.0,, HITc

". -1.0

Fig. I. Magnetic hysteresis curves, M vs. H,
for a symmetric field sweep for high
maximum H for T = 0.3Tc, N = I0-,
and J0 = 0 for two values of S.

In more concentrated AuFe as well as in CuMn, magnetic hysteresis loops are
found 13 ,15 to exhibit sharp magnetization reversals. To obtain this behavior, we studied the
effect of increasing J0 from 0.0 to 0.25 and finally to 0.50. The three corresponding loops
are shown for the cases S=1 in Fig. 3. As expected, when J0 increases, the magnetization
exhibits rather sharp jumps, with small changes in the field. This is due to the fact that many
spins tend to flip in parallel when J0 is large. This cooperative behavior is clearly evident
from the datal shown in Fig. 4 for an Au88Fe12 spin-glass. This sharp, vertical loop
should be contrasted with that observed for the more dilute AuFe system shown in Fig. 2.
Once J0 exceeds the critical value for ferromagnetism, the loop becomes almost rectangular
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Fig. 3. Magnetic hysteresis curves, M vs. H, for symmetc field sweeps for high maximum

H at T = .0 and S = 1.0 for several values of Jo and N = 103.

(at low T). In the extreme limit of large J0, the system is like an ordered 1sing ferromagnet:

There are exactly two minima on the free-energy surface, and the sharp reversals represent

passing from one minimum to another.

While our numerical results provide insight into what is going on in AuFe spin-
glasses, the origin of the sharp magnetization reversals seen in CuMn is less clear. It has
been argued 14 , 8, 19 that dilute CuMn has a tendency towards ferromagnetism; the next-
nearest-neighbor Mn-Mn RKKY interactions are believed to be ferromagnetic. Within our
theoretical framework, we have found that only the presence of a ferromagnetic tendency can
lead to cooperative magnetization reversals such as are found in CuMn. This will be
discussed in more detail for anisotropic Heisenberg spin-glasses in the following chapter.
However, it is possible that in CuMn there are relaxation effects present (so that the system is
not always "quasiequilibrated" at each value of H) and thus our theoretical picture may break
down. In summary, the presence of cooperative behavior in a highly disorganized system,
such as a spin-glass, appears difficult to understand unless there is a tendency towards
ferromagnetism.
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Fig. 4 Experimental hysteresis curve at 4.2
K in 12 at. % AuFe (after Ref. 16).

It has been observed that in CuMn, when the field sweep is nonsymmetric, the
hysteresis loop is displaced 13, 15 with respect to the H--0 axis. Similar results may also be
obtained upon field cooling, under the appropriate conditions. Such "displaced" loops have
evidently not been seen in AuFe. 16 In order to ascertain whether they are present in our
theoretical model for Ising spin-glasses, we have generated loops which start at large positive
values and reverse direction at much smaller (in magnitude) negative values of the field. We
have been no evidence for displaced loops in Ising spin-glasses, with or without a large JO.

B. Heisenberg Case

In the Ising case, we saw that magnetic hysteresis occurs because small changes in H
destroy minima on the spin-glass free-energy surface; the system must hop to a nearby state
(as in a first-order transition). The same processes occur in an isotropic Heisenberg spin-
glass. However, these lead to microscopic, but not macroscopic, irreversibility.

In Fig. 5 are plotted the calculated hysteresis curves for an isotropic Heisenberg
system of 10 spins. Each curve corresponds to a different value of Jo. For all values of Jo,
including the ferromagnetic case (JO = 1.0), the Mz vs. Hz curve passes through the origin.
There is no macroscopic hysteresis. The temperature T is taken to be 1.0; however, we have
verified that the results are qualitatively the same at lower temperatures. When we sweep
from negative to positive H, we find that at each value of the field the mi are different that
was found on the sweep from positive to negative H; however, the states are simply related
by a rotation in the x-y plane so that the macroscopic magnetization is unaffected by the
history. Furthermore, in a hysteresis calculation each Mz(H) is found to be identical to that
obtained by field cooling. This reinforces the observation that because of the rotational
degeneracy of the FC state, it is extremely accessible; as a consequence, the spin-glass
exhibits no macroscopic irreversibility.

To get additional insight into the behavior of magnetic hysteresis, we have performed
hysteresis calculations for nondisordered Ising and Heisenberg ferromagnets in mean-field
theory. In the Ising case the loop is rectangular, much like that shown in Fig. 6(a) for JO =
1.0. This loop corresponds to the fact that there are at most two minima on the free-energy
surface. In this case, the system stays in the T minimum, until it becomes unstable with
decreasing H. It then jumps discontinuously to the 1. state. There is a small range of H over
which two minima coexist, so that magnetic hysteresis represents a supercooling,
nonequilibrium phenomenon. In the nondisordered isotropic Heisenberg ferromagnet, the
magnetization always points along the external field direction (which is the onLy direction of
broken symmetry). As Hz is turned off, there can be no component of M along the z
direction so that Mz vanishes when Hz = 0.8 The hysteresis behavior observed for spin-
glasses seems to be a direct reflection of these results for nondisordered ferromagnets: The
Ising system exhibits macroscopic hysteresis, wheieas the Heisenberg case does not.
Physically, this corresponds to the fact that vector spins have additional flexibility and can
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Fig. 5 Magnetization vs. field for various J0 in isotropic Heisenberg system with
N = 103 . Note J0 = 1.0 is ferromagnetic.

"follow" the motion of the external field. They do not get readily trapped into metastable
states, as in the Ising case. Thus there is no remanence or macroscopic irreversibility.

In Fig. 6(a) are shown the effects of uniaxial anisotropy on the hysteresis loops for a
spin-glass of N = 63 spins. Here the anisotropy constant was fixed at the value D = 0.4 and
the loops are plotted for various J0 . The case J0 = 0 may be contrasted with the results
shown by open circles in Pic 5. The introdluction of uniaxial anisotropy opens up the
hysteresis loop, in the same way that it splits the FC and ZFC magnetization as a function of
temperature. 8

The effect of increasing J0 is to make the loops more rectangular. By J0 = 1.0, the
spin-glass is ferromagnetically ordered. As noted above, the loop shown in Fig. 6(a) for this
case is characteristic of an Ising ferromagnet; in general, the change in shape of the loops
with increasing J0 is similar to that found in the Ising case.

When the same type of calculations are repeated in the presence of DM anisotropy,
similar results are obtained. Hysteresis loops for this case are shown in Fig. 6(b) in a
l0xl0xl0 spin-glass with anisotropy constant D' = 0.5 and temperature T = 0.2. The values
of J0 are 0.25, 0.50, and 1,00. Only the last case has a nonzero spontaneous magnetization.
Comparing Figs. 6(a) and 6(b), it may be seen that in the case of DM anisotropy the loops
appear to be narrower and less rectangular, partijulaly At large J0. This last effect is not
unexpected since anisotropy of the DM type [Di'.-Si×S'ii will oppose the tendency for
cooperative spin reversal in magnetic hysteresis. lHence tie abrupt magnetization reversals
seen in the uniaxial case are not as readily obtained. A simultaneous treatment of both
uniaxial and DM anisotropy is somewhat difficult, although feasible, to mimic a combined
uniaial DM anisotropy which also includes J0 effects, we have added a uniaxial component
to J i" in Eq. (1) called jZ. The resulting hysteresis curve for J6 = 0.5 and all other
parameters the same as in ig. 6(b) is shown in the inset of Fig. 6(b). With the 'uniaxial' as
well as DM anisotropy present, the loop is broadened and the magnetization reversals are
sharper than shown in the main portion of the figure.

It was noted in the Ising case chapter that sharp magnetization reversals are seen 14,15
in Mn-containing spin-glasses and in concentrated AuFe alloys.16 All our calculations based
on the anisotropic Heisenberg system (of which the Ising model is a special case) suggest
that these sharp reversals are only present when J0 is positive. Only under these
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Fig. 6. (a) Magnetic hysteresis curves for case of
uniaxial anisotropy with D = 0.4 and various
J0. Here N = 6-. (b) Magnetiic hysteresis
curves for case of DM anisotropy for D' =
0.5 for various J0 and N = 103. Inset shows
the effect of a type of combined uniaxial DM
anisotropy with Jo also present (see text).

circumstances do the spins flip cooperatively as H is changed. It is clear that such a
ferromagnetic tendency is present in AuFe alloys. This was discussed in detail in the Ising
case.

As discussed previously, there is experimental evidence which suggests that Mn-
containing alloys also have a ferromagnetic tendency. It is important to note that what
determine the sharpness of the hysteresis loop is not the magnitude of J0 alone; it also
depends on how much and what king of anisotropy there is to compete with the cooperative
effects induced by the J0 term. Thus a system with a large degree of DM anisotropy las. for
example, AuFe20j may require a larger amount of J0 to show sharp hysteresis loops. It may
be speculated that since CuMn is considerably less anisotropic, 20 less of a ferromagnetic
tendency is needed to cause the abrupt magnetization reversals seen in hysteresis loops.

The experimentally observed hysteresis loops for Mn-containing alloys are illustrated
in Fig. 7. Figure 7(a), which shows the results of a symmetric field sweep, makes it clear
that in CuMn the loop is extremely narrow and the field reversal quite dramatic. The closest
we have come to reproducing this type of behavior is to add a "uniaxial" Jij component of the
Heisenberg Hamiltonian. The resulting loop is shown in Fig. 8 for Jz = 0.5, T = 0.2, and
N= 103. 0

Of equal, if not grcater, interest from an experimental viewpoint, is the presence of
the so-called "displaced loops." 14 ,15 An example of one is shown in Fig. 7(b); although the
data 15 is for AgMn, the behavior is typical of CuMn spin-glasses as well. These loops are
seen when the field sweep is very nonsymmetric or when the spin-glass is fie_!f cooled and
the loop is generated by reversing the field at sufficiently small (negative) IHI values. A
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memory" effect leads to a displacement of the loop relative to the H--0 axis. To search fo
this behavior, we considered nonsymmetric field sweeps, starting from large positive a
values ard reversing at small (in magnitude) negative 11. For an Ising spin-glass, the loop so
obtained is primarily shifted upward. When J0 > 0, the loop is sharp and the asymmetry is
r ly with respect to the M=0 axis. We have verified that in the Heisenberg case with uniaxial

,isotropy the same qualitative behavior is observed as for Ising spins.

T 2K gnet. T .. oK a

6. (emu/q)'COOI-d tom 80K to - 2 I

urCer 36 tk0e -- 1

:' I I I I )

30

2

* - 50

~1-3

30 1 I I d c g
(10, 3emu/g)

hyteess oo n 1a.%A~ atrRf

15).

The introduction of DM anisotropy leads to different behavior, however. In Fig. 9(a)
is plotted a hysteresis loop with DM anisotropy constant D' = 0.5, Jo = 0.5, and T = 0.2 in
'in 83 Heisenberg spin-glass. The loop is obtained by starting at very large H and then
reversing the field at around -H = 0.2. Only for the case of DM anisotropy have we found
that M became positive (as H is increased from negative values) before H changed sign to a
positive value. In the uniaxial case, M changes sign after H has become positive. Only in
tile DM case is there a kind of "memory effect" which directs the system toward positive

mnantization. This can he seen more clearly in Fig. 9(b) for Jo = 0.75, which is large
enotigh to make the loop more rectangular. Unfortunately, this value of J0 is sufficient to
cause spontaneous ferromagnetism. Here all other parameters are the same as in Fig. 9(a).
For more rectangular hystere~sis loops, the effect of DM anisotropy is to displace the loop
relative to the H=O axis, in a way which is similar to that observed experimentally. By
comparing Figs. 7(b) and 9(b) it may be seen that results for displaced hysteresis loops are in
reasonable qualitative agreement.
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Fig. 8. Magnetic hysteresis loop with a uniaxial anisotropy J76 included
through the (Jij}. Note loop tends to have steep reversals as in
CuMn. ISee Fig. 7(a)].

Fert and Levy 20 have argued on the basis of analytical arguments that a unidirectional
anisotropy (such as DM) will cause displaced loops. Essential to their derivation is the
assumption that the spins all rotate rigidly in response to a rotation of an applied magnetic
field. This assumption of rigid rotation can be roughly justified within our framework only
when J0 is sufficiently large. This will be discussed in more detail in the following section.
When the spins do not rotate rigidly (i.e., for smaller JO), then the nature of the "displaced
loops" is still characteristically different from that obtained in the uniaxial anisotropy case.
Such nonrigid rotations lead to loops like that shown in Fig. 9(a).

(a)

(b)
M, 0.2-- M2 0.8-

0.4

-0.2 -0-1 0.. 0.1 0.2
-0.3 -0.? -0.1 0 0.1 HI0.2 0.3 H

-0.1- .

-0.2

Fig. 9. (a) Magnetic hysteresis loop with DM anisotropy constant D' = 0.5 for
nonsymmetric field sweep with JO = 0. (b) Magnetic hysteresis loop with DM
anisotropy constant D' = 0.5 for nonsymmetric field sweep with JO = 0.75. This
yields a characteristic displaced loop to be compared with Fig. 7(b).
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In summary, our numerical results demonstrate that under the assumption of rigid
spin rotation (which we find will occur when a ferromagnetic tendency is present) the effect
of Dzyaloshinsky-Moriya anisotropy is to yield the so-called displaced hysteresis loops.
While it is somewhat disturbing that we need such large values of J0 to obtain rigid rotations
in the DM model, it should be noted that our numerical parameters cannot be quantitatively
compared with their experimental counterparts. This is due in part to all the simplifications
inheient in our model Hamiltonian, as well as to our (mean-field) approximate solution of
this model applied to a finite system.

VI. CONCLUSIONS

The most striking conclusion of our studies is that a variety of experimental
measurements can all be reasonably well reproduced by a theoretical model which focuses
only on the properties of the free energy surface. Presumably, the reason for the success of
this approach is that there are two important time scales in spin glass experiments: "fast
times" (which may correspond to t < 10-11 sec), during which the system makes small
adjustments to find the nearest minimum of the free energy, and "long times," during which
the system finds it way over energy barriers to more stable states. These latter processes
appear to vary as In t, suggestive of thermal activation. It is primarily because of these long
time processes that our quasistatic or quasiequilibrium viewpoint has some validity. The
fast-time "dynamics" are automatically included in our calculations.

Our result for the Heisenberg model show there is no irreversibility in the isotropic,
short-range Heisenberg model. This is a consequence of the ready accessibility, due to
rotational symmetry, of the field-cooled state. Once microscopic anisotropy is introduced,
most history-dependent properties are found to be similar to those we found for the Ising
case. As reported elsewhere l 0 where have found evidence that the infinite-range
Sherrington-Kirkpatrick model for isotropic Heisenberg spin glasses is irreversible. For this
model, both the number of minima and, more importantly, the size of the barriers between
them increase very rapidly with N. Thus it becomes more difficult for the system to minima
hop and the system shows irreversibility.
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COERCIVITY OF NANOSTRUCTURED MATERIALS

Yoshichika Otani

Department of Pure and Applied Physics, Trinity College, Dublin 2, Ireland

1. INTRODUCTION

Nanostructured magnets are generally produced by crystallizing from the amorphous
state. Examples of this type of material are crystallized melt-spun ribbons and sputtered
thin films of Sm(FellTi) and Nd 2Fei 4 B which are composed of randomly-oriented
crystallites with average diameter smaller than or comparable to the critical diameter for
single-domain structure[l]. There is no secondary intergranular phase. As reported by
Yamamoto et al. [1], the shape of the magnetization curves are quite rectangular and
isotropic. These results are far from Stoner-Wohlfarth (S-W) model prediction for non-
interacting single domain particles and also the magnitude of the observed coercivity H, is
an order of magnitude less than the S-W model prediction. The S-W model assumes the
system adopts a metastable state, so that each monodomain grain exhibits a coercivity
equal to the anisotropy field Ha. However such large coercivities are not found in
practice. When only the energy minimum state is considered, there is zero coercivity for
each monodomain grain, and interactions between the grains then play the decisive role in
determining He. In other words, the coercivity is a collective property of the system of
interacting grains.

We recently considered the analogy between the magnetization of a single-domain
grain and a spin in an amorphous material with random axial anisotropy (HPZ model[3]).
Transposing the extensive results of computer simulations on the HPZ model, we found
that H, should vary as the interatomic exchange coupling, and increase as the inverse
crystallite size in the nanocrystalline case [2]. In order to further investigate the
dependence of H, on exchange and anisotropy, we have now carried out computer
simulation on a realistic model of the grain configuration.

2. MODEL AND CALCULATION

2.1 Grain Generation
We used a 343,000 point face-centered cubic array as the basis of the simulation.

First, 27 seed points were chosen at random, and the Wigner Seitz cells (grains) were
grown around each of them using an algorithm which searches for those lattice points in
ever-increasing spheres which are closest to a particular seed point. Periodic boundary
conditions are applied. The number of nearest neighbour-pairs crossing the interfaces
between grains was evaluated for each one of the grains. It is on average 11 % of the
number of nearest neighbour pairs within the grains. Next, an anisotropy direction is
randomly assigned to each grain. The arrangement is shown schematically in Fig. 1.
Only the small fraction of nearest neighbour exchange bonds that cross an interface (grain
boundary) are active in coupling the grains together and there is competition between
these exchange interactions and the different anisotropy directions on either side of the
interface.
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Fig. I Schematic representation of the grains used in the simulation. Each grain has a randomly
oriented uniaxial anisotropy axis indicated by the double arrow.

a
ECB)

b

i............ . . . .

S-W model:

H °

Fig. 2 (a) Free energy E of the single domain
grain as a function of the angle q between the easy
axis and the moment. The open circle shows the
metastable state used in the S-W model and the solid
circle shows the stable state used in our model. (b)
The S-W model yields the hysteresis loop with
jit0Hc=W)1la whereas our model shows no coercivity.

696



2.2 Coercivity for Strongly Coupled Grains

In our simulation, we abandon the S-W approach entirely; the difference between the
S-W model and the present model is illustrated in Fig. 2. Focussing on an isolated single
domain grain, the S-W model allows the grain to adopt a metastable energy state which
leads to coercivity. However in our model the direction of the grain magnetization,
obtained by assuming uniform rotation within the grain, always corresponds to the energy
minimum, so the isolated grain has no coercivity.

When the single domain grain is surrounded by neighbours, and the exchange
coupling between the grain and the surrounding grains is taken into account, the situation
for the grain is changed as illustrated in Fig. 3. Again focussing on a single grain, one
now distinguishes two fields which act on it, the external field Ho and the exchange field
H,,. The direction of the effective local field Hlocal, which determines the direction of
the moment, is obtained as the sum of these two. Plotting the magnetization of the grain
as a function of the external field, the magnetization curve is shifted along the field axis.
On calculating the ensemble average for the grains in the system, the coercivity is
obtained.

In this calculation, we assume the following free energy for each grain j

EJ  = EJ,, + E z + EJm .  (1)

The first term is the effective exchange energy between grains assumed to be governed by
the interatomic exchange interaction of Fe atoms located at the surface of adjacent grains:

EJcx= -40tiJeX.9j, (2)

where

Hf iN J1  2 nii, Si. (3)

i(nn)

In Eqs. 2 and 3, II.Jex is the exchange field, Jtj is the magnetization of the grain j
expressed as gj = njglI8 Sj , where nj is the number of the spin within the grain and S is
the classical spin vector, JNF is the Fe-Fe interatomic exchange coupling constant, niJ :

is the number of the nearest neighbour pairs located at the interface between the grain j
and its nearest neighgour grains and the factor of 12 is the average number of nearest
neighbour grains.

The second term is the magnetocrystalline anisotropy energy:

Eja = njD sin 20 , (4)

where 0, is the angle between pi and the anisotropy axis of the grain. D is the anisotropy
constant. The third term is the magnetic energy in an external magnetic field H0 :

El , = -IJ.0llo. tj. (5)

In order to calculate the interesting quantities such as coercivity and hysteresis loops,
the energy EJ is first minimized as Ejmin and it follows that the total energy for the array of
27 grains is given by

Etot = J (Emin + L 4.1,1'ex. - j), (6)
J2

whcre the second term is included to take account of double counting. For a given
external field Ho, the magnetic configuration of the array is determined by iteration giving

a self-consistent set of (ii).
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3. RESULTS AND DISCUSSION

A series of hysteresis loops calculated, using D=5 K and JFe=.5, 2.5, 5 and 10 K
is shown in Fig. 4. There is a sharp collective reversal of most of the magnetization at a
well defined field Hc, which is proportional to JFeFe (Fig. 5). The most interesting point
is that the coercivity is very much less than the anisotropy field (D=5 K implies W0Ha=10

T). So the intergranular interactions have the effect of reducing the coercivity below the
S-W prediction, H, = Ha. The measured value of JFcFe from Curie temperature for the
case of Sm(Fe1 1Ti) is 10 K, which corresponds to a coercivity of 1.5 T. The observed
coercivity in nanocrystalline melt-spun Sm(Fe1 1Ti) is 0.6 T at room temperature, and 1.2
T below 50 K which is in good agreement with our (zero temperature) prediction. Our
model clearly suggests that the way to improve the coercive field is to increase the
effective coupling between the grains which can be achieved in a given material by
reducing the grain size.
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MAGNETIC HYSTERESIS OF CoPt FILMS
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INTRODUCTION

Co-Pt bulk alloys have b)en of interest duie to their high coercivity an)(l ailisot-

ropy. (1,2) Several usles of these alloys have b)een suggested in mnagnietic recording.
suich as longitudinal recoruling"~ and mnagnet ooptical recordling.") Of particular inl-
terest are the alloys b~etweenl 25 and 60 at .% .\Wit hin this comipositlion range thle
alloys undergo ali ordlerintg p~hase t ranisit ion.(5"6) ilrect evidence of thIiis ordering" was.
first reported b~y Gebhardt andl Koster(') who showved that the face cent eredl cui-
b~ic (fcc) structutre of equiatomnic alloys tranisfornis into a face cent eredl tet ragonial
(fct.) at temiperatures b~elow 835'C. The fc-t p~hase is highly anisot ropic withI 1K
,4 X I O7 crg/CC.t81) The coercivity of these filmns is small for thIe lisor(leredl fCC ('o 15-lPtr,

alloy* s, huit increases with annealing because of the transformiation to fct andI thlen
lecreases inl overaged state becauise of coarsening of the mnicrostriictiire. h1ihr P~t

content alloys -75%, transformi fromt (disordered fcc to ordered fcc .Alt honghi there
are several reports onl the miagnetic properties of Co-Pt thinl fililis. miost. of the wVork

has been on filmis with high Co concentrations. Yanagisawa et al")t reportedI a peak

in coercivity as high a~s 1700 Oe for a 350A~ thick filmn with 20(,/ Pt. The coercivitv
decreasedl on either sidle of this comnposition. Kitada. ani~ Sliinizm(Ot relate(h t his

anonaly iti coerci vi ty to thle inicost ructure of the f1 ins. It w~as assni med t hat thle
increase iii coercivit vwas due( to bothI grain growth and the tendlenicy' for thle c-ax is

of a-Co (1hcp structure) to collapse into the filmn surface. Aboaf and~ co-workerst oll

rep~ortedl the results of anniealing in Co~-tofilnis. The cocrcivity was reportedI to

increase froin 90 Oc for the as-grown films to "very high" values after annealing at

700*(C for one hour. They also related this increase in coercivity to tlie solid state
ranisfornmationl fromt fcc to ordleredI fct.
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C
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Channel No.

Figure I. INthIerfOrdl Backseat teririg spectruin for a 120 A f'~s~s ilmi.

III t hlis paper we st Iidly t lie effbs] of filin thjickntess onl simlilar olsserval ions of I lie
phlase t rallsit loll aiid Its iiillieiice oil thle mlagntetic propert ies of ('o- Pt alloy t hiu

EXPERIMENTAL
C'o-IPt filins wered(elposi tedl b)y I? magnetron sput teriigw usin" a ')Ciji Ilagliet roll

gl.The chamber hiad a b~ase pressure of I x 10o- TForr. Sputtering was carriedl
out inl high p~urity argonl at :3 iul'orr pressure. The target w~as a water cooled target
Comlposedl of a Cobalt dijsk oil which Pt jpieces have bleenl placed. 'I'lie target was
lpre-slput tere(I for one( hialf hiour prior to the deposition. Filmis were decpositedl onl
various substrates inicluidiing (1001) Si for Ruttherford Backseat teriiig ( H S) anlalysis.
graphitIe coat ed CII gridIs for TIENl, FT foils for ainnealiing and( SQVII) mieasuiremieints.
andl glass cox'ersl ip for e-lbeaml mnicrop~rob~e ainalysis. \ic roprobe analysis wa-is used
for checkiiig thle spat ial uniformity of thme comiposit ion. Tb (' fi hits were dheposited
with thicknesses ranging from 100 to 1000A.

A inealing was done by encapsulatiiig the films dheposi ted onl TIa subst rate(s iii
evaci at ed qutart z tubes. These sealedl ampiloules were theii anniealedh at 650'(' for onte
htoiir. '['lie miagiiet ic iila sifreli iit s were carried out us in g a SQ 17.' II)niagitl i eter.

RESULTS AND DISCUSSION

As-growii fil ins were polly~crystal linie consisting of fiue graiiis with coercivit irs
ranging b~etw(en :30 and] :300 Oc. Figure I is a, 1113S spectrum obtained froii alt
as-grown film . Since higher atomic numb~er materials give higher backscatterinig
yield, qutalitively, anl integrated peak intensity ratio of about 1:8 is expected for a
C050-1t%0 film as (Zc 0./Z,,,) )2z 1/8.35 zz0. 12. Thlis is close t.o the ratio observed inl
tie Ii 135 spectruni. Thel( average comtposit ion of the filmn alemilat ed froii IlS was

CO1  t~.The variation inl the IPS det ermined compJositions is less thian 5"X. Figure
2a is a bright field mlicrograph andi a diiffract ion p~atterni of a. Co.jr Ptr as- deposited
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Figure 2. Electron diffraction patterns and b~right field micrographIS Of Co4 5,,, 5
films. (a) as-(lepositedl, (b) annealedl.
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Figure 3. Hysteresis loops of Co45 Pt.5 films at T = 10 K before and after annealiif.
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filill. The fun1l corliairied very' sitiall grains indicated bix both Ii le BI' rlicrogiaj
alild the( dlifflisedl diffract ion rinigs. IliC diffractioni pat tern is Indexed with Ii tle fii

dlisorderedl st ruct ure with a,, = 3.85A. [Tpori annealing at 6350'C for I homr. t lie
dliffractioni rings sharpen and~ adiit oial rings appear (Fig. 21)). .Iie split tirig ill tie(

dliffract ion [pat tern at 220. :111. andi 31 rings indlicates tile formrat ion of fct phlase.

Since-( bioth thle rings for fcc anid fct exist, we conclude that the( two phases are( pi eseilt
sliniiltaneoiisly ari(l thle transfornat ion is niot comiplete.

Figulre :3 shows tile, niiaglict ic h1'ysteresis loops of a 10(J(A thlick (),P- h1 t intis
before arid] after annealing. As-grown filmns had a ('oercjvitv (if ;ihoit 60t De. Vlim,
coercixnty is associated with i tlie disordered fcc fille grain striictmlir discussed earilier
which has a low ariisot ropy. After annealing, the coercivit V increased toi ablii It0
k~e. Thle high cocr-cixit v is die to thle formratiori of thle ordleredl fct phase. [lie

hy steresis loop1. hiowever. still shows aI shoulder at lower field inidicative of' thle fact
hat the dlisordered low coercivit V fcc coexists wit Iitlie high coercivitv l'(t phase.

[n-giir. 'I is (A SlirIriaryl V if thle mragrmictic ieasuirellielits for as-depositeq d all1 wiill'
o0.rIilt(,0) filiis of sckerill Itlickriess. 'Ilit, as-deposited filiis Show vc' v low coc( l c if

(3~0-300 Oe), irresliect ye of' tlie- thlickniess oIf tie( filmis. hlowever. tie( Cocl VO after
arnniealinig was foidi to be thlickiiess depenident withI thle t iickest film shingui t he
highiest increase ill coercivit y. '[le grain size arid tie( diffract ioni pat ternis of nl las-
grownI filis were x'erv sinnillirl arid t ierefore thle Iriagriet ic propert ic wereiiii
for (Iiffererit thIic(knesse's. '['lie an icaled filrms, oil thle (ither hand . undergo at soI

stlate' phaise t rarisforrmatin react ion. hlence. tli h ircleatio handil gtowlth of thle ft

phiase arid Ire iifilleiice (If tie( siust rate also becorme very' implort ant. l-'ihi s wit I
small thlickrnesses exj)eriVTICC teV slihSt rate effect to a nirreli larger degree t liiri tlic
tiicker filris. Fewer arlid larger grains with Ii-axis pe(rp~end~icular to the filmr lil
is typical for liiririer filins after anneialing. We have somre prelirlililY evidleice
(if perpend icuilatr rmagnet ic anlisotrVopy ill ainicaled filris w-i I thlickniesses loe Ill
30t: k. As thet( filmn thlickness Increases, t lie grain orieuitat lon lueconries a ;I1diurri. a 11.1 t lie

rIainl size (does no~t feel anyv elf-ct frorm the sublst rate. A\ flner grainl sizec is. t Ii 'nufure.
(ilitaili('(. [his ](als. to miore 1iirch'at ionl sites duririg fcc to) ftI t 1aifiria oil, ;I
larger grain horirdarY area. arid at higher coercix'ntY.

CONCLUSION

('o.1 1 t I(,u-x filrms with xi = 15,101 wu're prepiaredl by HF mragnietron1 spiltteririg ill

aI wide rarrge of t hiickness. Thne miagnietic and~ st ructurral propert n's uif thlese filmrs

weestnudiedl kefore arid afier sirealirig. Thle as- split tered filrris ha;ve a soft llulg-
rid ic behavior and~ aI disordleredl fcc st ructunr'e. After annecaling tithe\ developi high
cuiercivit ies which are dire to thle ordered fct st rrrctire which is produced lil ding111
lie heat trneat merit. Thle iragrrit lde (of tble coercive force inl thlese filrms is foiriuil to

lie depenidenit (ill tIre sampille thlickriess. That is. thle coercivit V increases witb Iitill
lhickiness lit ie( annealed sarmples. TIris is possibily dinle to surface arid siibst rate

efrects t hat tend to lbe more proinrirent inl ft(i tbhinnier filmis (i.e. 100A ).
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TECHNOLOGY AND APPLICATIONS OF PERMANENT MAGNETS

K.S.V.L. Narasimhan

Hoeganaes Corporation

Riverton, NJ

ABSTRACT

Recently developed high energy permanent magnets SmCo 5 , Sm 2Co 17 . Nd2 F.: B
offer an interesting study of magnetic phenomenon. This publication discuss,

briefly the evolution of these magnets and the origin of the coercive force.

Atomized SmCo 5 coarse particles (150 to 300 microns) exhibit unusually large

coercive force contrary to the experience in cast alloys.

A brief discussion of utilization of these magnets into devices is also

presented.

INTRODUCTION

General definition of a nanostructured material is related to mat ri,

with a grain size of less than or equal to 0.1 microns. Most magnetic

materials of commercial importance if produced in this size will have signii-

cant property advantage. Difficulty of achieving these sizes has been a

problem for the past three decades due to pyrophoricity of the materials or

due to the crystal damage by excessive deformation in the grinding process.

Currently, most magnetic materials are nearly 10 to 40 times the nanostructu-

red definition. However, recently developed neodymium iron boron magnets bx

rapid solidification process have grain size as small as 0.1 microns.

This article presents an overview of fundamentals of higher energy

product magnets and the resultant advantage realiled in miniaturizatioi, of

devices.

Technological Aspects of Permanent Magnets

All matter is either diamagnetic or paramagnetic. Diamagnetism arises
from pair of electrons with opposite spin whereas paramagnetism arises from

unpaired electrons. Paramagnetism of matter leads to, due to a competition

between the exchange interaction and thermal excitations, at a temperature

characteristic of the material, ferromagnetism (parallel ordering of spins of

adjacent atoms) ferromagnetism (anti-parallel ordering of spins with a

resultant net positive magnetic moment) and anti-ferromagnetism (anti-paralll

ordering of spin with zero net moment).

Permanent magnets are generally ferro or ferrimagnetic. There are a

variety of permanent magnets and a listing and type of magnets are discussed

by Narasimhan
i
.

St ,jeme na Ic, hn,'II ,,J .\an(,stucturred .agnemc Materials 707
Edited h) (.C Hadplpana)i% and (.A. Pnn,. Plenum Prqes, New York. 1441



The important qualifications that are required for a material to be a
permanent magnet are: (1) the Curie temperature of the magnet should be over

300'C - this requirement permits the devices to operate at elevated tempera-
tures and also, in most cases, permits a reasonable temperature coefficient of
magnetic induction; (2) reasonable saturation induction, at least over 3,500
Gauss - this will control ultimate volume of the magnetic material used in a
device; (3) crystal shape anistropy - this will permit the realization of
coercive force that is required to extract useful flux from the permanent;
(4) the processing has to be cost effective - here a compromise is made
between performance and cost, the so-called "flux per buck" terminology; (5)
the temperature dependence of the magnetic properties should be favorable.

The classification of the alloys useful as permanent magnets can be made
by the origin of the coercive force in these materials. There are eight or
more different basic mechanisms that can contribute to the coercive force in
magnetic materials. These are: (1) mechanical hardening, (2) precipitation
hardening, (3) super-structure, (4) shape anisotropy, (5) crystal
anisotropy, (6) exchange anisotropy, (7) narrow domain walls, (8)
interatomic interactions, and (9) amorphous and microcrystalline alloys.

The technologically important alloys are the shape anisotropy alloys
such as alnicos, Fe-Cr-Co, and the crystalline anisotropy materials such as
rare earth-Co, rare-earth-iron-boron, ferrites, and MnAlC.

Ferrites and rare-earth cobalt magnets have become the main candidates

for applications replacing the alnico magnets which dominated the market place
for quite some time. The reason for this changeover is the energy efficiency
and critical raw material (cobalt) conservation. Although rate earth-cobalt
alloys contain nearly 60% cobalt, as compared to 23% in alnico alloys, the
quantity of the alloy required to do the same job as alnico is significantly

less, hence the cobalt savings is effected.

An entirely new type of alloy containing neodymium-iron and boron
emerged as a result of extensive investigations at various laboratories to
conserve cobalt. This new alloy has quite a few other advantages besides
having no c3balt. Neodymium is available nearly six to ten times more than
samarium which allow the magnet alloy to be utilized in several high volume
applications.

The key element in the understanding of permanent magnetism is the
concept of domain walls. Nanostructured material may in many cases cannot
support a domain wall as they will be single domain as formed.

Table I lists the typical size of single domain for some important

permanent magnets. A typical processing of alloy into permanent magnet is
shown below:

Alloy Composition Selection Vacuum Melting : Casting to Minimize

Segregation - Crush to Nearly Single Domain Particle Size = Orient in a
Magnetic Field Inside a Die Cavity = Press to Shape = Sinter = Clean
Ship

There are a variety of intermediate steps that are critical to the final

quality of the magnets and these steps are characteristic to each magnet
producer. The crushing process to produce nearly single domain particle size

is generally believed to be necessary for the achievement of intrinsic
coercivity (Hci) force which gives the magnets a measure of resistance to
demagnetization. The single domain size also allows the particles to orient
in a magnetic field along the crystallographic easy direction of magnetiza-
tion. This results in high values of remanence (Br).
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Table I. Anisotropy Constants and Saturation Magnetization
of SmCo5 , 2:17 and NdFeB Compounds

Single-Domain Exchange Theoretical Curie

Particle Size Constant (BH)max  Temperature

D A

Magnet Type (Pm) x10-"(J/m) M G Oe (*C)

NdFeB 0.26 1.25 65 310

SmCo05  1.6 3.5 29 690

2:17 0.66 -- 41 910

Saturation Anisotropy Domain-Wall Domain-Wall

Magnetization Constant Energy Thickness

I r K, V

Magnet Type (T) (MJ/m
3

) (mj/M
2
) (n)

NdFeB 16.1 4.5 3.0 5.2

SmCo 5  1.07 13.0 85.0 5.1

2:17 1.28 3.3 43.0 10.0

The resistance to demagnetization is dependent on the magnitude of

magneto-crystalline anisotropy which locks the magnetic moments preferentially

into certain crystallographic direction which normally in permanent magnets
the C-axis of the crystal.

The origin and role of crystalline anisotropy in rare earth intermetal-
lics has been discussed extensively in the literature2-3 . While theoretically
the crystalline anisotropy prevents the rotation of the magnetic moments until

a certain critical field is exceeded in real materials only 10 to 20% of the
critical field is required to reverse the magnetization. Imperfections,
chemical in homogenetics, grain boundaries and other defects cause reverse
nucleation and growth of reverse domains resulting in demagnetization at lower
applied fields than anticipated by the anisotropy field.

Grain Boundaries and Coercive Force

The role of grain boundaries appear to be more pronounced in the case of

lower anisotropy magnets (Nd-Fe-B). SmCo5 magnets have been shown' to have
featureless grain boundaries whereas Nd-Fe-B and Nd-Dy-Fe-B magnets have a

light phase at the grain boundary. Transmission electron microscopy photo-
graphs on sintered Nd-Fe-B magnets is shown in Figures 1 and 2. Reversal or

nucleation of domain walls takes place at or near these grain boundaries.
This concept of grain boundary pinning or nucleation can explain certain
unusual properties of Nd-Fe-B. As cast alloy of Nd-Fe-B with an average grain

size exceeding 1000 microns show a coercive force of 6000 Oe but grinding this
material results in a lowered coercive force. Powder with average particle
size of 3.0 microns will have a coercive force of 1600 Oe. Powder of this

average particle size is sintered into a magnet the coercive force will exceed
10,000 Oe. If these sintered magnets are crushed to an average particle size
of 30-40 microns intrinsic coercive force is reduced to a few hundred oersted.

This lowering of coercive force is observed whether a magnet is mechanically

crushed or decrepitated by hydrogen. The coercive force is not increased even
after annealing these powders.
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Figure 1. Transmission electron micrograph of NdFeB magnet
showing the grain boundary phase (216,OOOX)

Figure 2. Transmission electron micrograph of NdDyFeB magnet
showing the grain boundary phase and dysprosium
segregation (80,OOOX)
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These observations are in contrast with what is observed on rapidly
solidified powder by melt spinning process 6-7 . Each of these powder particles
have coercive force exceeding 10,000 Oe and have several grains with an
average grain size of 0.1 microns, closer to a single domain size. If the
grain size is closer to a single domain, the coercive force is not controlled
by domain wall since the grain cannot energetically support a wall. The
reversal mechanism takes place enmass over a group of grains. Thus, we have
two distinct material types from the same alloy compositions. Material that
is vacuum melted, cast (slow cooled) to a large grain size (Process A) and a

material that is vacuum melted, rapidly cooled to a fine grain size (Process
B). The reversal mechanism in Nd-Fe-B produced by Process A is controlled by
the grain boundary phase. The uniformity of this phase around the grain
boundary appears critical and can be easily damaged by crushing process
resulting in lowered coercive force.

SmCo 5 behaves differently to the crushing process. Sintered magnets can

be crushed without loss of coercive force. There is no grain boundary phase
reported in the sintered magnet. A cast SmCo 5 alloy has a lowered coercive
force than a ground alloy. It has been shown7 that as a function of milling

time coercive force increases until about five microns below which plastic
deformation seem to reduce the coercive force. Hence, it has been the

standard in the industry to crush SmCo 5 alloy to five microns to achieve
coercive force. Examination of the domain wall by magneto-optic kerr effect
indicate that the wall in sintered magnet transgress many grain boundaries
which would indicate that one should be able to achieve high coercive force in
coarser particles as long as the alloy is homogeneous.

SmCo 5 was atomized in an argon gas atmosphere and quenched in liquid
argon 8. The atomized powder was classified into -300 to +150 microns and -150

to + 75 micron fractions. These powders were processed into magnets by
sintering and heat treatment. Table II lists the coercive force of sintered

magnets.

Also listed in the table for comparison is a vacuum melted alloy that
was cast, crushed to the particle size shown and sintered.

The coercive forces listed in Table II are much higher than that antici-
pated from the coarse particles. Atomization process might have produced
fine grains that enhanced the coercive force. Further work is necessary to

clarify this picture.

Table II. Coercive Force of Sintered SmCo 5 Magnets Made With Coarser Powders

Microns Hc o

-300 to +150 22,000
Atomized

-150 to +75 19,400

-300 to +150 5,000
Vacuum Melted, Cast

-150 to +75 9,000
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Application Aspect of Permanent Magnets

The volume of a magnet required for an optimized device is inversely
proportional to BH,,,, the energy product. Hence for miniaturization of

devices higher energy product magnets are desired. Table III lists three

types of magnets with different energy products and their effect on miniatur-

ization of devices. Although this example is illustrated for speaker magnets,

the same applies to voice coil motors for disc drive application, bean

focusing device in travelling wave tubes (TWT), magnetic resonance imaging

applications, magnetic separation devices and for a variety of DC motors.

Table III. Comparison of Ferrite, Alnico & Neodymium-Iron
As Speaker Magnets

Fente ALWW Neod,.Izua

Dr 3950 12,700 12,300

He 2400 640 9250

HNi 2450 645 11.000
UNIT

PROPERTIES Bd 2700 10,400 6,200

Hd 1150 530 5,600

9dXHd 3.60MGOe.S.50MGO. 35.OMGOe.

Density(g/€c ) 4.9 7.3 7.4

1150O 1150
Magnet Im Sayl . 2.1 7. 80 .21

530 So0
Cross Sectional 2 7 )007 0Area Say 1 " 26 200..44

10,400 6200

Vol. IXI : 1 44% Lest 01% Loss

Wt. 1X4.9 : 4.9 Same 86% Lees

Magnetic i
Circuit L

Room temperature demagnetization curves are shown in Figure 3. Both
induction (B) and coercive force (He) are sensitive to temperature to a

different degree for each of the permanent magnets. Table IV lists the Hc
values at 100 C and -40°C. Device design has to take into consideration these

variations and generally magnets are designed to operate above the "knee" in

the second quadrant demagnetization curve over the entire range of temperature
that a magnet will be exposed to in the device. Permeance coefficient is an

important parameter that defines the operation of the magnet. Permeance
coefficient (B/H) is related to the magnet geometry and whether or not the
magnet is on a steel return path. Permeance coefficient (referred to as load

line) is shown in Figure 4 by drawing a line from the origin to the permeance

coefficient values. It is possible to determine the flux that can be generat-

ed from the magnet from the intersection of permeance line with the B line.

If the permeance coefficient line is below the knee of the B Curve then the

magnet does not recoil back to original value when the magnet is moved above

the knee either by decreasing the temperature or removing the external

demagnetizing field. The loss a magnet undergoes when the magnet is taken
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below the knee and back above the knee is referred to as the irreversible
loss. This loss can only be recovered by remagnetizing the magnet with a
magnetizing coil. If a magnet is cycled more than once to the same location
below the knee then the losses occur during the first cycling, subsequent
cycling produces reversible flux although lowered from the initial values by
an amount equal to the irreversible loss. The determination of the location
of the knee is difficult because it is not a sharp transition. Hence most
design engineers would operate well above the knee. Table V illustrates the
location of the knee for the three high energy magnet types.

Table IV. Reversible H. at Low and High Temperatures

Reversible H. at 1000C [ Reversible H. at -40°C

Ferrite 4,000 Oe 2,600 Oe

Alnico 500 Oe 500 Oe

SmCo5  6,000 Oe 8,000 Oe
7,000 Oe 10,000 Oe

Sm2CO1 7  6,000 Oe 8,000 Oe
7,000 Oe 10,000 Oe

NdFeB 4,000 Oe 10,000 Oe

7,000 Oe 11,000 Oe

Magnets can undergo irreversible losses that are permanent. This type
of loss occurs when there is a metallurgical change in the magnet either

because of phase separation, severe oxidation, contaminants diffusion or other
phase changes. NdFeB magnets lose their utility above 1750C, SmCo5 above
250'C and '2:17' above 400°C.

Besides these losses that magnets experience, one has to take into

consideration reversible losses of magnetization (B'r) with temperature.
Table VI lists the reversible losses for the three high energy magnet types.

Table V. Location of the Knee of the Demagnetization Curve (Bk)
for the Three Magnet Types

Magnet Type Location of the Knee (Bk)

-60C 100C 150°%

SmCo5  Third Quadrant Third Quadrant Third Quadrant

'2:17' 500OG in the 6500G in the 6750G in the
Second Quadrant Second Quadrant Second Quadrant

NdFeB Below 8000G in 2500G in the 20000 in the
the Third Quadrant Third Quadrant Third Quadrant
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Table VI. Reversible Loss of SmCo5 , '2:17' and NdFeB

Magnet Type 1 -50°C to 0°C 0°C to 100°C J 0 to 150'C

SmCo5  -0.034 -0.45 to 0.05 0.05

'2:17' -0.0 to -0.03 0.024

NdFeB -0.085 to 0.095 -0.085 to -0.16 -0.09 to 0.16

Nanostructured magnets made from melt spinning process is discussed in

detail by Croat6 . Table VII lists the magnetic properties of resin bonded and
hot pressed magnets. Similar principles as mentioned above apply for applica-
tion of these magnets.

Table VII. Magnetic and Physical Properties of NdFeB Magnets
Prepared from Rapidly Solidified Ribbon

Hot Hot
Characteristics Bonded Pressed Formed CGS Units

Maximum Energy Product ([BH]max) 8.0 13.0 32.0 MGOe

Residual Induction (Br) 6.3 7.9 11.75 kGauss

Coercive Force (He) 5.3 6.5 10.50 kOersteds

Intrinsic Coercive Force (Hcj) 15.0 16.0 13.0 kOersteds

Saturation Magnetizing Force (99%) 45.0 45.0 25.0 kOersteds

Recoil Permeability 1.15 1.15 1.05 G/Oe

Density 6.0 7.5 7.5 g/cm
3

Maximum Operating Temperature 125.0 150.0 150(B/H-5) C
150(B/H-l_

Reversible Temperature Coefficient

@ a Load Line of 1 -0.192 -0.157 -0.157 7 °C

Electrical Resistivity @ 25°C 18,000.0 160.0 160.0 microohm cm

Hardness 36-38 60 60 Rockwell-C

Future Directions

Current concepts of coercivity and processing limit achievement of
maximum energy product to far shorter than theoretically achievable in

commercial produclion. In limited production, SmCo 5 has been processed to
28MGOe (theoretical 31MGOe) and NdFeB to 45MGOe10-11 (theoretical 64MGOe).

Fine particle technology and theoretical aspects of coercivity has to be
further understood to achieve the breakthrough necessary.
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